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Abstract

Social media can provide instant news faster than conventional news outlets or sources. It is a
great wealth of information, yet there is a growing need to verify this information’s accuracy
and correctness. The rate of producing digital information is large and quick, running daily at
every second. The developing fame of social media has brought the massive creation of user-
generated content. A significant part of this data is valuable and has turned out to be a great
learning source. The growing fame of social media outlets has estimated the distribution of news
articles that have caused the fake news explosion. Fake news is made and published with the
intent to mislead and damage the representation of an agency, entity, person for commercial and
political advantages. With the rapid emergence of fake news, serious attentiveness has produced
in our society due to immense fake content distribution. The widespread of fake news has the
potential for incredibly adverse effects on individuals and civilization. In this regard, fake news
identification via social media platforms has, as of late, turned into an emerging research topic
that is drawing huge consideration. Currently, there is no direct method to distinguish whether
the information presented as a piece of news is both trustworthy and beneficial. Search engines
are the doors to learning, but seeking significance cannot ensure that the matter is reliable.
An easygoing observer probably won’t have the capacity to differentiate between reliable and
untrustworthy news. My research work is centered on evaluating such imparted news articles on
social media for their reliability and trustworthiness. Fundamental theories of trust have utilized
to motivate the search for a better solution.

xix
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Chapter 1. Introduction

Social media platforms, along with the change in the mobile technology, has gained popularity
by reaching on the fingertips of the users. In the past few years, social media platforms such as
Twitter, Facebook, Instagram, etc., also became very influential since they facilitate the smooth
acquisition of information and provide a quick outlet for sharing false information (Kumar &
Shah 2018). This false information is often called as misinformation or disinformation. In so-
ciety, misinformation can be created and shared quickly by using web-based social networking
platforms., bringing about an overall real-world impact on individual and society. However,
disinformation is especially hazardous because it is organized, well resourced, and reinforced
by automated technology (Kumar & Shah 2018). A recent survey (Zhou & Zafarani 2018) has
alarmingly demonstrated that people progressively obtain the daily news from web-based social
platforms rather than traditional news sources, making it quite significant to reduce false data
toward such stages. With primary purposes of changing opinions and making money (Kumar
& Shah 2018; Zhou & Zafarani 2018), the broad impact of inaccurate knowledge makes it one
of the advanced threats to civilization, as designated by the World Economic Forum (Zhou &
Zafarani 2018).
Defining how misinformation multiplies on social stages and why it prevails regarding mislead-
ing readers are essential ideas to create a useful detection model or early detection of inaccurate
content. An ongoing research surge here has meant addressing the key issues and utilizing fea-
ture engineering (Kumar & Shah 2018), graph mining (Zhou & Zafarani 2018), and informa-
tion modelling (Kumar & Shah 2018). The more significant part of the research has principally
centered around two general classifications of false data: sentiment-based and truth-based/fact-
based. It is difficult for naive users with some electronic data to examine its dependability or
reliability.
The availability of unauthentic data on social media platforms has attracted researchers’ atten-
tion and become a hot-spot for detecting fake news (Vosoughi et al. 2017; Zubiaga et al. 2016)
effectively. Nowadays, fake news is treated as an important issue due to its negative impact
(Zhou & Zafarani 2018; Zubiaga et al. 2016) and has gained attention among researchers,
journalists, politicians and the general public. In the context of writing style, fake news is
communicated or published to mislead the people and damage the representation of an agency,
entity, person, either for commercial or political advantages (Ghosh & Shah 2018; Ruchansky
et al. 2017; Zhou & Zafarani 2018). Few examples of fake news are shown in figure 1.1. These
examples of fake news were trending throughout the COVID-19 pandemic and the 2016 U.S.
General Presidential Election. In the research context, relevant synonyms (keywords) often
linked with fake news (refer to Table 1.1):
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Chapter 1. Introduction

FIGURE 1.1: Examples of Fake News during 2016 U.S. General Elections and during the
pandemic of COVID-19 (Source: Facebook and Twitter)

• Rumor: A rumour (Bondielli & Marcelloni 2019; Fazil & Abulaish 2018; Gorrell et
al. 2018) is an unverified claim about any event, transmitting from individual to individual
in society. It might signify an occurrence, article, and any social issue of genuine public
concern. It might end up being a socially threatening phenomenon in any human culture.

• Hoax: A hoax is a story deliberately made to masquerade as the truth (Tacchini et al. 2017).
Currently, it has been growing at an alarming rate. Hoax is also known with similar names
like prank or jape.

• Misinformation: Misinformation (Antoniadis et al. 2015; Kumar & Geethakumari 2014)
is used to share incorrect information disregarding the actual intent. This information
consist of false output labels.

• Disinformation: Disinformation (Shu et al. 2017) is used sharing a wrong intent to mis-
lead society. Disinformation is disseminated tactically with some biased information and
manipulated facts. It usually defined with the term "Propaganda".

3



Chapter 1. Introduction

TABLE 1.1: Concepts of fake news in social media

Concept Authenticity Intention News?
Fake news Non-factual Undefined Yes
Hoax Non-unified Entertain Yes
Rumor Undefined Undefined Not defined
Misinformation Non-factual Undefined Not defined
Disinformation Non-factual Mislead Not defined
Click-bait Undefined Mislead Not defined

Generally, fake news appears as a piece of unauthentic information that quickly shares social
media to mislead society. It is evident that due to sharing an expanded volume of information
everyday (Ahmed et al. 2017), the quality of content suffers the truth’s ground (refer to figure
1.2). The intention of spreading false information is to manipulate public opinion for commer-
cial and political earnings (Brummette et al. 2018). Fake news has also shown adverse impacts
on stock-prices and notable infrastructure investments (H. De Vreese 2001). One such example
is about a bomb explosion news (Bozarth et al. 2020) in which former U.S. President Barack
Obama got injured. This news annihilated 130 billion US dollars in the stock market within a
few minutes, shows an immediate impact of fake news.
The main contributors to fake news are Fakesters. “Fakesters" advertise fake news with particu-
lar plans to deceive people and publish fabricated articles by distorting the fact behind it (Zhou
& Zafarani 2019). One of the stakeholders fighting against the fake news are fact-checking
organizations like Snopes * and Politifact † etc. These organizations are valuable in terms of
validating the news content with facts-based methods. However, for checking the quality of
news content, these methods are not automated and tend to be very time-consuming (Zhou &
Zafarani 2019). It is also complicated to measure the quality of content daily by these meth-
ods (Kumar et al. 2020; Zhou & Zafarani 2019) for news created by different Fakesters. The
complete life-cycle of fake news starting from creation till propagation has been described by
(Kumar & Shah 2018). In this life cycle, the role of individuals (user, creator, publisher, etc.)
has been examined with the help of a fake news article’s overall structure. We can categorize
the stages of fake news into three forms: creation (how a piece of fake news created), publi-
cation (publication and feedback of a fake article), and propagation (how a piece of fake news
distributed among users in social media). Different characteristics are shown in figure 1.3.

* https://www.snopes.com
† https://www.politifact.com

4
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Chapter 1. Introduction

FIGURE 1.2: Fake News in Terms of 3 V

1.0.1 Why fake news detection is so important?

Fake news paves the way for misleading the people of society and developing ideologies. These
people produce incorrect knowledge to others for some personal interest or making money with
the number of inter-communications on their false statements (Brummette et al. 2018; Fourney
et al. 2017). Disseminating disinformation endures numerous intentions, i.e., to gain support
in political elections, business and product development, and personal retaliation (Brummette
et al. 2018). Individuals can be susceptible to fake news, questioning to differentiate from
the specific and accurate information. People in society are easily manipulated, especially by
sharing the news via social media with their colleagues and family members due to relations
and faith. We lead our sentiments on the news, making it satisfactory, when appropriate and
starring from our own opinions. Therefore, we get convinced that it outlines and falls into the
traps and shares it with the world. Thus, an effective fake news detection approach is a primary
necessity in current situations.

5



Chapter 1. Introduction

FIGURE 1.3: Characteristics of Fake News

1.0.2 Fundamental theories

In this section, fundamental theories for fake news detection have discussed. Different fact-
checking methods, fact-checking sites have also been discussed.

• Knowledge-based Fake News Analysis (Ghosh & Shah 2018; Kumar & Shah 2018; Zhou
& Zafarani 2018): These theories investigate the fake news detection using fact-checking
which can be further categorized as follows:

– Manual fact checking: It mainly aims to evaluate the authenticity of the news uti-
lizing the knowledge obtained from verified information. It can be divided into two
parts as below:

* Fact checking by experts: It depends on the knowledge of domain experts to
verify the news content available on social media.

* Fact-checking by crowd-sourced : It depends on a large society of people lead-
ing as valuable fact-checkers.

6



Chapter 1. Introduction

– Automated fact-checking: This process depends upon the approaches used to solve
Natural Language Processing (NLP) tasks and graph theory-based problems. It can
be divided into three parts as below:

* Fact extraction: Knowledge is extracted from different web sources.

* Knowledge processing tasks: It includes redundant facts, conflicting facts and
unreliable knowledge.

* Fact-checking: It is a process to estimate the authenticity of news articles avail-
able on social media.

• Style-based Fake News Analysis (Ahmed et al. 2017; Kumar & Shah 2018; Zhou &
Zafarani 2018): These basic theories explained the role of fake news content and its
writing style, which can differ from an accurate news article. Style-based fake news can
be further categorized as follows:

– Deception analysis and identification: It investigates deceptive content style across
numerous types of information available on social media.

* Deception style theories: Its main aim is to investigate various styles of false
information that aim to deceive readers.

– Style-based feature and patterns: It mainly explores the different style of news ar-
ticles and the news pattern residing in them. Before this research, the progress of
style-based fake news investigations was in its primary stages, and an inadequate
number of studies were available. It can be categorized into two parts as below:

* Attribute-based language features: These are inspired by news articles or di-
rectly derived from related deception as mentioned in earlier theories.

* Structure-based language features: These features describe the different news
content styles in four language levels: lexicon, syntax, semantic, and discourse.

– Deception detection strategies: Its aim to investigate the style of deceptive content.

• Propagation-based Fake new Analysis (Kumar & Shah 2018): These theories investigate
empirical patterns and categorization & comparison techniques that utilize such designs,
models, or detection techniques. It can further categorize propagation-based fake news as
follows:

– Fake news propagation patterns: It only investigates the propagation patterns present
in fake news and compares fake news propagation to regular news communication.
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– Models for fake news propagation: It only describes the propagation dynamics and
detection models related to fake news.

– Propagation-based fake news detection (cascade based): It only describes the related
patterns and models that categorize fake news propagation.

* Utilizing cascade-similarity: To estimate the similarity between different types
of news articles containing distinct domains and knowledge.

* Utilizing cascade representation: It describes the different representation avail-
able in the given news information that can be utilized as features.

• Fake news detection using propagation dynamics (network-based):

– Homogeneous Network: Consist of a single type of node and edge.

– Heterogeneous Network: Consist of multiple types of nodes and edges.

– Hierarchical Network: It consists of numerous types of nodes and edges present
within data in the form of relationships.

• Credibility-based Fake News Analysis (Kumar & Shah 2018; Zhou & Zafarani 2018):
These approaches examine the user’s viewpoint for the effective detection of fake news.
It further explored the relationship among news, user, and the user roles that a user can
play in fake news creation and propagation. Credibility-based fake news can be further
categorized as follows:

– Assessing News Headline credibility: It often decreases to identifying click-bait’s
in social media data

– Assessing News Source Credibility: To investigate the credibility of fake news sto-
ries circulated directly from social media websites. These websites only publish
hoax-based news articles that are different from real news.

– Assessing News comments credibility: It can be further divided into different detec-
tion models as follows:

* Content-based methods: It estimates the credibility of a user’s comment using
a series of language features extracted from these comments.

* User’s behavior-based models: These models leverage distinct features of mis-
leading comments obtained from metadata linked with user behaviors present
in news articles.

8
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FIGURE 1.4: Approaches for Fake News detection

* Graph-based models. It describes the relationships among reviewers, com-
ments, products, etc.

– Accessing News Spreader credibility: Online users can be grouped into two types:

* Naive users: These normal users unintentionally engage in fake news propaga-
tion.

* Malicious users: They deliberately circulated fake news on social media.

1.0.3 Approaches for fake news detection

Detection of fake news is questionable because news is intentionally written to falsify accurate
and authentic information. Fundamental theories, as mentioned earlier, were valuable in super-
vising further research in the field of fake news classification. Current methods for the detection
of fake news can be categorized as:

• Knowledge-based detection methods: These methods mainly deals with the process of
fact-checking. Fact-checking procedures primarily use news authenticity to improve jour-
nalism. This section will discuss manual fact-checking approaches and incorporate them
toward automatic detection of fake news. These fact-checking methods can be divided as
follows:

9
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– Expert-based manual fact-checking: Fact-checkers handle this fact-checking pro-
cess to verify the news content. It accompanies a small society of highly credible
fact-checkers. These methods provide effective results to detect fake news, but this
process is too costly and time-consuming when dealing with a high volume of news
content.

– Expert-based fact-checking websites: Recently, numerous websites developed, al-
lowing expert-based fact-checking for any news article circulated on social media.
Some of these types of websites are:

* PolitiFact ‡: Mainly topics covered are related to American politics. Evalua-
tions labels are True, Mostly True, Half true etc.

* Snopes §: Mainly topics covered are politics, social, and topical issues. Evalu-
ations labels are True, Mostly True, False, Scam, Legend, Outdated etc.

* FactCheck ¶: Mainly topics covered are related to American politics. Evalua-
tions labels are True, No evidence, and False.

* GossipCop ||: Mainly topics covered are related to Hollywood and celebrities.
Evaluations labels are 0-10 scale, 0 shows completely fake news, and 10 indi-
cate entirely trustworthy news.

* TruthOrFicton **: Mainly topics covered are related to politics, religion, nature,
food, and medical. Evaluations labels are truth or fiction.

* FullFact ††: Mainly topics covered are related to economy, health, crime, law,
and immigration. Evaluations of labels are ambiguous. PolitiFact and Gossip-
Cop were the primary resource for the development of real-world fake news
dataset: (e.g.LIAR (Wang 2017), and FakeNewsNet (Shu et al. 2018)).

– Crowd-sourced manual fact-checking: It depends on a large community of people
working as fact-checkers. The group of such credible fact-checkers can gather from
some reputed organizations or online business communities. It is significantly less
credible, challenging to manage, and politically biased as compared to expert-based
fact-checking.

‡ https://www.politifact.com/
§ https://www.snopes.com/
¶ https://www.factcheck.org/
|| https://www.gossipcop.com

** https://www.truthorfiction.com/
†† https://fullfact.org/

10

https://www.politifact.com/
https://www.snopes.com/
https://www.factcheck.org/
https://www.gossipcop.com
https://www.truthorfiction.com/
https://fullfact.org/


Chapter 1. Introduction

– Crowd-sourced fact-checking websites: In recent time, several websites emerged
for allowing crowd-based fact-checking. Some of the websites are:

* Fiskkit ‡‡: Using this website, the user can upload articles and keep the tag that
best describes the news articles. It is helpful to distinguish between news and
non-news articles. Not so many crowd-sourcing websites exist, so it remains
an open challenge for organizations like Facebook and Twitter to develop such
tools for improving the quality of news content.

– Automated fact-checking: These methods are dependent on Machine Learning (ML)
classification models and the techniques used for Natural Language Processing (NLP)
tasks. It can be divided into two stages which are as follows:

* Fact Extraction: Such a process is known as knowledge extraction or relation
extraction from to-be-verified news articles on social media. The main issue
like redundancy, invalidity, conflicts, and unreliability of data, will be handled
in this process. Fact extraction methods have discussed in the research article
(Rashkin et al. 2017).

* Fact-checking: In this process, we need to compare the extracted knowledge
with the existing facts. The main concern in these types of methods is the
sources from which facts are extracted. Such references have rarely discussed
in current research. However, fact-checking methods must identify the part-to-
be-verified news is check worthy or not..

• Feature-based or Style-based detection methods: Style-based methods mainly handle the
intention lies in the news, i.e., is there any intention in a news article to mislead the pub-
lic or not?. The end goal of style-based methods is to capture a unique writing style in
different malicious news articles used to mislead ordinary people. The classification per-
formance of style-based detection methods dependent on the following points: effectively
capture the writing style in news content and the performance of classifier based on the
different news content representations. Generally, content-based features can be classi-
fied into textual features and visual features (Qassim et al. 2018), representing news text
and images. In this research, news text was the primary resource. Textual features can be
further categorized into two forms:

‡‡ https://fiskkit.com/
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FIGURE 1.5: Features for Fake News detection

– General textual features: These features primarily used to detect fake news utilizing
traditional ML frameworks. These features represent the content style from three
language levels: lexicon, semantic, and syntax. The lexicon level’s main task is to
estimate the frequency of lexicons using a Bag-Of-Word (BOW) approach (Zhou &
Zafarani 2018). Syntax level tasks performed with the help of Part-of-Speech (POS)
taggers (Feng et al. 2012; Zhou & Zafarani 2019). At the semantic level, these pro-
cesses can be assigned to lexicons-based analysis with a psycho-linguistic approach
named LIWC: Linguistic Inquiry and Word Count (Pérez-Rosas et al. 2017).

– Latent textual features: These features primarily used with a combination of news-
text embedding as word-level (Mikolov et al. 2013b), sentence-level (Mikolov et
al. 2013b) or document level; results are vectors describing news articles and di-
rectly used as an input to the classifiers. These embedding can be further incorpo-
rated with neural architectures (Wang et al. 2016).

– Check the quality of content: To examine the quality of content for fake news de-
tection, we require to extract valuable features (refer figure 1.5 for more details)
from social media news datasets (Ahmed et al. 2017; Kumar & Shah 2018; Shin
et al. 2018). Only a few datasets have all relevant information and features; most
of them contain only linguistic features. Few datasets contain semantic and social
contexts-based features. Nowadays, news fabrication is mostly occurring with tex-
tual content.
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Existing techniques for the detection of fake news can be further categorized as follows:

– News content-based learning or News representation learning: News content-based
methods (Ahmed et al. 2017; Ghosh & Shah 2018; Kumar & Shah 2018; Zhou
& Zafarani 2018) primarily focus on extracting numerous features from fake news
articles, including both content as well as style-based. Furthermore, fake news pub-
lishers commonly produce critical plans to spread damaged news, requiring specific
writing styles (Zhou & Zafarani 2018) to interest and convince a wide extent of con-
sumers who are not present in true news stories. Knowledge-based methods intend
to use external sources to fact-check (Kumar & Shah 2018) news content’s claims
or truthfulness. Linguistic features like news content can be applied to find clues
between real and fake information. Thus, it was challenging to identify fake arti-
cles more accurately by using only news content-based features (Shu et al. 2019d;
Zhou et al. 2020). Consequently, there was a primary need to investigate the engage-
ment of fake news articles with different users available online. Information-based
methodologies (Roy et al. 2018; Zhou & Zafarani 2019) intend to utilize external
sources to check news content claims’ worth. It was evident that for efficient fake
news detection, content-based methodologies were alone not sufficient. An investi-
gation fake news articles with social context-based methods was the main necessity.

– Social context-based learning or Social engagement learning (Long et al. 2017;
Ruchansky et al. 2017; Shu et al. 2017): In the current social computing era, social-
engagements is another important feature for fake news detection. Social context-
based approaches utilize user’s social engagements as supporting knowledge to
identify fake news effectively. Social context-based methodologies (Ruchansky et
al. 2017; Sharma et al. 2019) deals with the relationship among users, news article,
and publishers. These methodologies are valuable in recognizing fake news arti-
cles with high accuracy. Features related to fake news detection are shown in figure
1.5. Social engagements (the semantic relationship between news articles and user)
can be vital for fake news detection. Approaches related to fake news identifica-
tion showed in figure 1.4. Most of the existing and useful methods (Ruchansky et
al. 2017; Sharma et al. 2019) consisted of news content and context level feature
using unidirectional pre-trained word embedding models (such as GloVe, TF-IDF,
word2Vec etc.) There was an enormous scope to use bidirectional pre-trained word
embedding models having powerful feature extraction capability. In the current era
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of computing, at any social media platform, a user was always connected to a spe-
cific group of peoples having the same mindset or liking is called a user-community.
These user communities can be crucial for fake news classification due to their com-
mon perception about sharing articles. They are a group of users with the same
interests in social circles where conflicting ideas are rejected and disapproved by
the majority. For example, when looking at comments to a user post on Facebook,
many of the comments that agree with the post reflect one echo chamber type. This
understanding, combined with the others (e.g., number of likes, shares), may lead
the user to get a false theory. Moreover, by default, Facebook increases the ranking
(Shu et al. 2018, 2019d) of the comments based on the number of replies and likes
received by the user’s friends. Based on the issues discussed above, to design an
efficient deep learning model was the primary motive utilizing social context-based
features.

• Propagation-based detection methods: Propagation-based approaches (how a piece of
news is shared among users using diverse context-related social media platforms) mainly
deal with disseminating fake news. It also uses semantic relationships among social media
posts and credibility scores (Shu et al. 2019b) by propagating preferences between users,
user comments, and news articles. Instance-based methodologies (Sharma et al. 2019;
Shu et al. 2019b) help to know users’ perspectives from a sharing news article to induce
unique news stories’ integrity. Furthermore, propagation-based methodologies (Sharma
et al. 2019) were based on the relations of valuable posts in social media to guide the
learning of validity scores by obtaining credibility values (Shu et al. 2019b) between
users, posts, and news. Propagation-based methods can be categorized into two types of
process:

– Fake News identification using news cascades: These methods adopted by the au-
thors (Castillo et al. 2011; Ma et al. 2016; Vosoughi et al. 2017; Wu & Gu 2015)
in their investigation. A news article can manage multiple simultaneously cascades
due to different type of users available on social media.

– Detection of fake articles using self-defined graphs: In these techniques, exploration
is based on a news article’s propagation-graph (Ma et al. 2016).

Propagation-based approaches are most robust to capture the writing style of differ-
ent type of users. These methods are not useful for early fake news detection. It
performs well when limited information is available.
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• Source-based detection methods: Fake news can be identified effectively by evaluating
the credibility of its sharing source. The credibility of news is dependent on the quality
of the news content (Castillo et al. 2011). Different roles of news authors, publishers, and
presented users explored in the research articles (Shu et al. 2018; Zhang et al. 2020; Zhou
et al. 2020). The source-based methods can be further divided into two forms:

– The credibility of news authors and publishers: It uses the recent studies, methods
which can be further divided as follows:

* Reliability of authors and publishers: Existing research showed that news au-
thors and publishers exhibit homogeneity in any network. Each node represents
a news-author relationship in a news author’s network, which ushered in Fake-
NewsNet (Shu et al. 2018).

* Web Spam detection: News journalists often advertise fake or real news on their
websites. Identifying deceptive publishers is directly depend on low-credible
websites. Different web ranking algorithms are available to examine the low
credible websites (Han et al. 2012).

* Resources for trustworthy publishers: Several resources can help to check the
credibility of news publishers. Major resources are fact-check website §§ and
NewsGuard ¶¶, which provides expert-based evaluations and a rating of news
articles.

– To access the credibility of users: In social media, different types of users are avail-
able with different credibility score. These different types of users are:

* Identifying Malicious Users: Some bots are created to deceive social media
users. These methods discussed by (Ferrara et al. 2016). Millions of social
bots were used in online discussion during the 2016 U.S. general presidential
election. The bot detection model using deep learning techniques utilizing user-
posts and behavior has been discussed by (Cai et al. 2017).

* Identifying Normal Users: Fake reviews can attract both non-credible or mali-
cious users and normal users (Shu et al. 2017). Normal users often spread false
information on the web. The credibility of fraudulent users is low as compared
to regular users. These methods have investigated by (Ferrara et al. 2016).

§§ https://mediabaisfactcheck.com/
¶¶ https://newsguard.com/
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1.0.4 Research directions

The detection of fake news gained enormous attention and became a prime area of focus hot-
spot for the research community. With a detailed analysis of existing methods, research direc-
tions can be categorized mainly (Ahmed et al. 2017; Kumar & Shah 2018; Liu & Wu 2018; Roy
et al. 2018; Zhou & Zafarani 2018) into five perspectives:

• Data-oriented: It examines different viewpoints of fake news data, such as data collection,
psychological validation of fake news, and early detection of fake news.

• Feature-oriented: It primarily intends to investigate valuable features for identifying fake
news from multiple data sources, such as news content and social context etc.

• Model-oriented: It penetrates the gateway toward building more relevant and effective
models for fake news detection, including different learning techniques: supervised,
semi-supervised and unsupervised approaches.

• Application-oriented: It mainly includes the investigation approaches beyond the fake
news detection, such as fake new diffusion and intervention.

• Cross-domain-oriented: It essentially investigates fake articles beyond domains, topics,
and languages to obtain a knowledge of different news patterns and their features.

1.0.5 Industrial applications where the detection of fake news is useful

With a detailed analysis, research or industrial applications toward fake news detection as fol-
lows:

• Better fact-checking tools (Zhou & Zafarani 2018): Towards the designing of valuable
online social platforms for fact-checking digital media to reject or authenticate disinfor-
mation.

• Public alert systems (Kumar & Shah 2018): To provide the data on significant disinfor-
mation campaigns to the public in real-time. It would provide researchers and the public
an increased awareness of the activity and the ability to assess it.

• Bolstering Journalism (Kumar & Shah 2018): Government can assemble consistent pro-
fessionals and encourages the development of partnerships that ensure reliable financing.
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• Media literacy surge (Rashkin et al. 2017; Shu et al. 2017): To educate the public using
best practices in evaluating the quality of information online.

• Government policies and National security (Castillo et al. 2011; Rashkin et al. 2017): It
can help make security policies when the sources have re-hidden content is often false or
slanted.

• A Helping tool for social media platforms (Kumar & Shah 2018): Towards an effec-
tive and accurate detection of online misinformation available on numerous social media
platforms.

• A Helping tool for search engines for better classification performance (Shu et al. 2017).

1.1 Motivation and research goal

Fake news detection has gained massive attention from researchers across the world. Social
media platforms have become a famous bridge among users (Fazil & Abulaish 2018; Vosoughi
et al. 2017) for quick and seamless access to fake news. More evident than during the 2016
United States General Presidential Elections (Zhou & Zafarani 2018), Demonetization in India,
and during the pandemic of COVID-19.
Due to the availability of numerous social media platforms, it is quite trendy to create fake
news and share it with the world quickly. Existing detection methods (Fazil & Abulaish 2018;
Feng et al. 2012; Ghosh & Shah 2018; Gupta et al. 2018; Pérez-Rosas et al. 2017; Ruchansky
et al. 2017; Shu et al. 2019b, 2018, 2017) primarily focused on either content or social context-
based information extracted from news articles. Fake News detection was still in its infancy
with low accuracy using different real-time datasets with various features. Despite experiencing
massive attention from the leading research communities worldwide, we were motivated to
design an effective detection model to examine news content, social context, and community-
level features with a tensor-factorization method. Existing detection methods mainly focused
on two components:

• Valuable Features: Features that can help investigate the deceptive writing style across
numerous topics and languages.

• Efficiency of the classification model: To increase classification accuracy by utilizing a
small/large amount of available information in the form of news articles.
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1.1.1 Research Questions

The above challenges created many research questions and demanded solid solutions. This re-
search work was motivated by the research question mentioned below:
RQ1: Can we build a more accurate system or model for fake news detection?
RQ2: Would the combination of all content-context-user level features improve the classifica-
tion performance?
RQ3: Which classification approach (machine learning or deep learning) is the most accurate
for fake news detection using several real-world fake news datasets?
RQ4: Can we build a generalized model for fake news detection irrespective of dataset selec-
tion?

1.1.2 Promise of Deep Learning

Deep learning methods have an excellent prospect of fake news detection, utilizing multiple
features. Deep learning methods are well-recognized for producing satisfactory results in a
broad spectrum of artificial intelligence-based problems. Deep learning techniques success-
fully placed as replacement models into existing natural language systems that achieved better
classification performance. Some of the motivations/promises behind this research were:

The Promise of Feature Learning

Deep learning methods can automatically obtain the required features from the natural language,
rather than extracting the required and specified features by a domain expert.

The Promise of Continued Improvement

The performance of deep learning models to solve different natural language processing-based
problems was excellent to achieve more accurate results. The improvements appear to be con-
tinuing to speed up the classification performance.

The development of End-to-End Models

To develop a large end-to-end deep learning model that can be fitted in different natural lan-
guage problems suggesting a more general and better-performing approach.
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Concretely, different architectures of neural networks have used to detect fake news and yielded
remarkable results. This research attempted to utilize the power of deep learning to improve the
classification outcome of existing fake news identification/detection systems.

Research Goal: Improving Fake News Detection using Deep Learning Techniques
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FIGURE 2.1: Existing Approaches for Fake News Detection

Despite the rapid increase in popularity, fake news detection is still in its new among re-
searchers. There has been an increase in the number of examined methods (traditional machine
learning and deep learning models) focusing on news content to detect fake news and rumours
(refer to figure 2.1). This section represented real-world fake news datasets, current research
work, research gaps identified, and research methodology used in our investigation.

2.1 Datasets

News articles can be identified as fake or real based on author or publisher, headline, text and
news content. In the existing literature for fake news detection, various data-sets that were
utilized are tabulated in table 2.1.

2.2 Fundamental theories

Current section explored the existing fundamental theories in the area of fake news identifica-
tion.

2.2.1 An overview of fake news available online its impact on social media

In current section, a comprehensive survey on the impact of online fake news, existing detection
methods, diverse aspects of fake news, and types of misleading information available on social

21



Chapter 2. Related work

TABLE 2.1: Datasets in the Existing Literature

Dataset Content Number of
Instances

Output Label

LIAR (Wang 2017) Political statements 12800 Six labels
(true, pre-
dominantly
true, half-true,
almost true,
false, pants-
fire)

Kaggle Fake News Dataset
*

News during 2016 U.S
General Election

20800 Binary (true or
false)

CREDBANK (Mitra &
Gilbert 2015)

Social network posts
(Twitter)

37 million Vector with
30 dimensions
containing
variable
scores at five
levels of ve-
racity

FA-KES (Salem et
al. 2019)

Events around Syrian war 804 Real or Fake

FAKENEWSNET (Shu et
al. 2018)

News Articles 23921 Binary (true or
false)

BuzzfeedNews (Shu et
al. 2018)

Social network posts
(Facebook)

2282 Four output
labels

Emergent (Ferrara et
al. 2016)

Related statements and ti-
tles

300 Binary (true or
false)

Buzzface (Santia &
Williams 2018)

Social network posts
(Facebook)

2263 Four output
labels (pre-
dominantly
true, predom-
inantly false,
mix of true
and false and
no factual
content)

Fake.Br Corpus (Monteiro
et al. 2018)

News Articles 7200 Binary (true or
false)

BuzzFeed-Webis (Potthast
et al. 2017)

Social network posts
(Facebook)

1687 Four output
labels

CoAID (Cui & Lee 2020) News Articles during
COVID-19

4251 Binary (true or
false)
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media presented. In one study, Kumar et al. (Kumar & Shah 2018) investigated a broad survey
of diverse aspects of fake news available on social media platforms. Different categories of
fake news (e.g., misinformation, disinformation, rumours, hoax etc.), existing detection meth-
ods, and future aspects examined in their investigation propagation path and different search
patterns. This research article’s main objective was to present many types of misleading in-
formation available online and existing detection methods. In one of the research, Shin et al.
(Shin et al. 2016) explored fundamental theories beyond different disciplines to magnify the
interdisciplinary study of fake news. Sharma et al. (Sharma et al. 2019) presented the problems
related to fake news and their technical challenges like early detection and combining different
features associated with it. The authors discussed the existing and relevant methods to identify
the propagation path, improving in each process and their limitations. To alleviate the quality
of existing datasets, they comprehensively organized and summarized characteristic features of
available datasets. Advances in each method, disadvantages, datasets, and limitations have also
discussed. Zhang et al. (Zhang & Ghorbani 2020) presented a comprehensive survey on the
existing detection methods with the social impact on society. The authors have also discussed
datasets, different types of features, and future research directions in fake news. Technical chal-
lenges like early detection of fake news and tracing fake news instances over some time also
discussed. They were using the real-world dataset to detect fake news effectively, also discussed
in their research article.
In one investigation, Su et al. (Su et al. 2020) presented an overview of other misinformation
available online at different social media platforms and their issues and detection approach. The
authors presented their research in terms of detection methods, feature representation, evalua-
tion matrices, and datasets. Advantages (less complexity, fast learning to classification model)
and disadvantages (more features needed for effective detection, diverse nature of fake news)
also discussed, focusing on content-based analysis. Batrinca et al. (Batrinca & Treleaven 2015)
presented a survey of software tools for social networking. They have also introduced a study
of different and valuable methodologies and critics of social media tools for fake news propaga-
tion. Fernandez et al. (Fernandez & Alani 2018) presented a survey of detection methodologies,
research applications, and available online misinformation limitations (authenticity, news or not
etc.). The authors also discussed existing fake news classification methods. Zhou et al. (Zhou et
al. 2020) explained fundamental theories across multiple systems to help the interdisciplinary
research of fake news. The authors presented four main perspectives related to fundamental
theories:

• False knowledge it carries
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• Different writing styles

• Propagation pattern of Fake News

• The credibility of its creators and spreaders

2.2.2 Investigation of fake news during the 2012 and 2016 U.S. Presiden-
tial Election

Allcott et al. (Allcott & Gentzkow 2017) explored the fake news in the 2016 U.S. presidential
election’s political context. The authors investigated the fake news propagated during the time
of elections and their effect on voters. All of these theoretical surveys substantiated the impor-
tance of detecting fake news automatically in social media. Fourney et al. (Fourney et al. 2017)
explored the trends in fake news consumption during the 2016 U.S. Presidential Election. This
relationship observed both at the state level and the county level during the entire election sea-
son. It found that fake news circulated during this time-period impacted voters’ decision in a
quantitative way. Shin et al. (Shin et al. 2018) explored the political misinformation available
on social media converging on three main components: temporal pattern, content, and entire
information sources. The authors traced a life cycle of 17 widespread political rumours during
the 2012 U.S. General Presidential Election. The authors concluded that these rumours affected
the image of politicians and polarized the votes.

2.2.3 Investigation of fake news from the prospects of NLP

From NLP perspective, investigation by Young et al. (Young et al. 2018) presented a review of
different detection models deployed for numerous NLP tasks. In their research, authors were
more focused on the news content-based approaches (Young et al. 2018) for fake news identifi-
cation. Authors have also explored deep learning models’ effectiveness for fake reviews, satire
news, and rumours. Oliveira et al. (Oliveira et al. 2021) presented a survey of different methods
for pre-processing the data. The future of deep learning in NLP also has a comprehensive survey
of recent advances in detecting and mitigating fake news propagating on social media. Features,
datasets, and challenges to identify fake news effectively also explored. Anoop et al. (Anoop
et al. 2019) did a review of existing fake news detection methods emphasizing content-based
features for NLP-based tasksThe authors discussed the techniques to leverage heterogeneous
data to control the generation and propagation of fake news that play a fundamental role in fake
news detection. The authors discussed datasets, open issues, and future directions. Oshikawa et
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TABLE 2.2: Classification results with dataset: Kaggle

Authors Accuracy(%)
(Ghanem et al. 2018) 48.80

(Singh et al. 2017) 87.00
LR-unigram model (Ahmed et al. 2017) 89.00

(Ruchansky et al. 2017) 89.20
(Ahmed et al. 2017) using LSVM model 92.00

(Yang et al. 2018) 92.10
(O’Brien et al. 2018) 93.50

al. (Oshikawa et al. 2020) presented a survey of challenges for automatic fake news detection
like meta-data features, and inclusion of temporal features. The authors also discussed datasets,
NLP solutions, limits of datasets, and future directions.

2.3 News content-based detection for fake news

Using content-based features, different writing styles (Ghosh & Shah 2018; Mikolov et al. 2013a)
can be investigated in addition to feelings or emotions (Liu & Wu 2018; Wang et al. 2018) that
found in fake news content. In the existing literature, researchers mainly explored and inves-
tigated the detection approaches using content level information (Ghosh & Shah 2018; Shu et
al. 2017). Additionally, textual representations were modeled and mainly expressed utilizing
tensor factorization method (Shu et al. 2017), deep neural systems (Ghosh & Shah 2018; Liang
et al. 2015; Mikolov et al. 2013a; Ruchansky et al. 2017), which performed well to identify
fake and real news with real-world fake news datasets. Research using a real-world binary
output-label dataset (Kaggle fake news dataset) † summarized in table 2.2.

2.3.1 Machine Learning-based models utilizing news content-based fea-
tures

In this section, existing machine Learning-based approaches presented. In these approaches,
authors mainly utilized news content-based features for fake news detection. Different machine

† https://www.kaggle.com/c/fake-news/data
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learning classifiers investigated and recorded the classification performance with a real-world
fake news dataset.

Utilizing linguistic features

In these types of investigations, the researchers mainly employed machine learning-based ap-
proaches utilizing linguistic features. Authors primarily investigated the problem of fake news
using a binary output-label dataset: Kaggle fake news dataset ‡. One of the researchers, Perez-
Rosas et al. (Pérez-Rosas et al. 2017) explored the automatic classification of fake news on
social media. Authors investigated the identification of linguistic features in false news content
available on social media. Authors also examined a comparable analysis of the manual iden-
tification of fake news. Experiments were conducted utilizing their linguistic-based approach,
which achieved an accuracy of 74.00% with a celebrity-news dataset. Ghanem et al. (Ghanem
et al. 2018) utilized different word embedding models, including n-gram features, to detect fake
articles’ stances. The result showed an accuracy of 48.80% using a binary level real-world fake
news dataset. In one of the investigations, Singh et al. (Singh et al. 2017) explored the prob-
lem of fake news with LIWC features (Linguistic Analysis and Word Count) using machine
learning classification models. Authors investigated the problem of fake news with an SVM
(support vector machine) model and achieved an accuracy of 87.00% using a real-world fake
news dataset. Peters et al. (Peters et al. 2018), one of the researchers carried a different perspec-
tive for fake news detection by studying its linguistic features. Despite substantial dependence
on linguistic resources, the classifier’s performance using a real-world political dataset was even
slower than the results done by (O’Brien et al. 2018), with an accuracy of 22.0% only. In one of
the study, Monteiro et al. (Monteiro et al. 2018) obtained a fake news dataset in the Portuguese
language and examined their results using different linguistic features of news content.

Utilizing TF-IDF and N-gram features

In another research, Castillo et al. (Castillo et al. 2011) examined feature-based approaches
to assess the trustworthiness of tweets on Twitter. In their exploration, authors (Ahmed et
al. 2017) employed different machine learning algorithms using TF-IDF (Term Frequency and
Inverse Document Frequency) as the feature extraction method fake news detection. In another
research, (Ahmed et al. 2018) presented a fake news classification method using LR (Linear-
regression-based uni-gram model) and achieved an accuracy of 89.00%. Authors have obtained

‡ https://www.kaggle.com/c/fake-news/data
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an accuracy of 92% using an LSVM (Linear Support Vector Machine). O’Brien et al. (O’Brien
et al. 2018) employed multiple network-based approaches for classifying fake news. Their
study achieved an accuracy of 93.50% using the black-box approach for recognizing fake or
real news.

Classifying deceptive spam reviews

Ott et al. (Ott et al. 2011) presented a novel approach for identifying deceptive spam reviews
on social media. Authors utilized POS tags and word count as features in their research. The
authors conducted their experiments using an opinion spam dataset and obtained an accuracy of
90% with their proposed detection method. Feng et al. (Feng et al. 2012) studied the syntactic
stylometry for deception detection. The authors also detected deceptive reviews using the rules
of Context-Free Grammar (CFG). Authors conducted their experiments based on the review
dataset and obtained an accuracy of 91.20%.

Utilizing lexical and syntactic features

Chen et al.(Chen et al. 2015) discussed different lexical, syntactic traits of an article to identify
its misleading content. In their investigation, the authors examined a different type of syntactic
features for fake news classifications. Bhatt et al. (Bhatt et al. 2018) computed the neural em-
bedding process with a deep recurrent model. The authors finally merged all valuable features
and classified the news headline and news body with an accuracy of 43.82%. Rashkin et al.
(Rashkin et al. 2017) welcomed a diverse viewpoint on identifying fake news effectively by
looking at the news articles’ linguistic properties. Authors have investigated fake news with
a method: Linguistic Inquiry Word Count (LIWC). The authors have also explored individual
words with sentiment lexicon. The authors also analyzed hedging lexicon and lexicons taken
from the dataset, despite tangible dependence on linguistic resources, the performance of their
model with 22.0% accuracy. Conroy et al. (Conroy et al. 2015) explored with a detailed study
about the existing methods for fake news detection. The authors explored the linguistic ap-
proach in depth for effective fake news detection with machine learning models. Vedova et al.
(Della Vedova et al. 2018) presented a novel method for fake news identification concatenating
news content with social context-based features. With their classification approach, an accuracy
of 81.70% was achieved utilizing a real-world fake news dataset. Afroz et al. (Afroz et al. 2012)
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presented different writing style and linguistic features. The authors developed a method to de-
tect stylistic deception in written documents. With their machine learning method, they have
achieved an accuracy of 96.6%.

Utilizing news content-based features

Ozbay et al. (Ozbay & Alatas 2020) presented a novel classification approach utilizing an exist-
ing real-world fake news dataset. The authors proposed a fake news detection model exploring
the news content features as a binary classification problem. Faustini et al. (Faustini & Cov-
ões 2020) introduced a novel approach using content text features that can be generated despite
source platform and independent of the languages selection. In their research, authors used
bag-of-words (BOW) and Word2Vec for the word embedding process. Gravanis et al. (Grava-
nis et al. 2019) used the dataset (UNBaised-UNB) in their approach , which avoid baize results
in the classification task. Study results achieved high accuracy with their designed SVM clas-
sifier. Sotirios et al. (Antoniadis et al. 2015) presented a classification model using supervised
learning techniques that detect the suspicious pattern of online misinformation. Their model
achieved an accuracy of 77% with a real-world fake news dataset.
Rubin et al. (Rubin et al. 2016) presented a conceptual survey of satirical news available on
social media. Authors have proposed an SVM-based algorithm that examined their combina-
tions on 360 news articles. With their experimental approach, the authors achieved a precision
of 90% and 84% recall. In another research, Vicario et al. (Vicario et al. 2019) presented a clas-
sification framework for identifying polarizing content available on social media. The authors
used an Italian Facebook dataset and achieved an accuracy of 77% for classifying real and fake
news. Shao et al. (Shao et al. 2017) analyzed 14 million messages broadcasting with 400 thou-
sand claims on Twitter during the entire 2016 U.S. presidential campaign and election. Authors
have explored the effect of social bots in spreading fake news at a very rapid rate. Chu et al.
(Chu et al. 2012) presented an approach to detect human, click-bait and malicious accounts on
Twitter. The authors investigated their proposed perspectives utilizing the user-level features to
find the likelihood between a human, bot, and malicious user. Their approach demonstrated the
effectiveness of their proposed classification method.

2.3.2 Deep Learning-based models for news content-based detection

In this section, existing research work utilizing deep learning approaches presented. In these
procedures, authors mainly employed content-based features. Utilizing deep learning-based
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networks to identify fake news, Yang et al. (Yang et al. 2018) employed CNN’s for better re-
sults. The authors investigated the concept of sensitivity analysis in their approach and achieved
an accuracy of 92.10%. Liu et al. (Liu & Wu 2018) also examined the methods for identifying
false tweets available on social media. Authors utilized a corpus of more than 8 million tweets
gathered from the presidential candidates’ supporters in the general election in the U.S. where
they employed deep CNN’s for fake news detection. In their method, authors utilized the theory
of subjectivity analysis and obtained an accuracy of 91.00%. Chen et al. (Chen et al. 2018)
investigated lexical and syntactic features to identify the news articles’ fabricated content. The
authors examined potential methods for the automatic detection of click-bait. The authors rec-
ommended from investigation that a hybrid approach produce the best results for fake content
detection for a binary output label dataset.
In another research, Singhania et al. (Singhania et al. 2017) presented a deep learning-based de-
tector using an attention network. With their approach, authors achieved more accurate results
using real-world fake news dataset. Zhao et al. (Zhao et al. 2015) presented a technique based
on searching for rumours posts’ with inquiry phrases. It combined similar posts, made a cluster,
and then deployed the classifier on a cluster group. With their designed system, the authors
achieved more accurate results on real-world fake news dataset. Wu et al. (Wu et al. 2017)
explored a novel approach for newly emerging rumours using historical data. The authors vali-
dated their system using a real-world rumour dataset and demonstrated the performance of their
model. It was found that their model performed well on both historical data and new rumours
spread on social media. Dong et al. (Dong et al. 2018) presented a hybrid method utilizing
news content and side information. The outcome of the investigation showed that attention-
based model was more capable for classifying the fake news effectively.

2.4 Social context-based detection of fake news

Social context-based detection approaches are capable of handling the user’s features and its
connected network in social media. In this section, existing social content-based detection
approaches discussed. Capturing the social context present in news articles, the following fea-
tures can be valuable: user-level features, user post-level features, and network-level features.
User-level features were obtained from the user profiles to measure their credibility. (Basak
et al. 2019; Potthast et al. 2017). User post-based features highlighted the user’s social engage-
ments, propagation path of news stances (Potthast et al. 2017) and the credibility of users (Yang
et al. 2019). Network-based features were useful for designing a reliable detection systems for
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fake news, such as the diffusion networks (Karimi et al. 2018), association networks (Gupta
et al. 2018; Yang et al. 2018), and propagation networks (Gupta et al. 2018; Yang et al. 2019;
Yang et al. 2018). With the broad adoption of social media networks, research additionally
accounted for such online activities for detecting fake news, for example, early detection of
fake news by social learning (Mikolov et al. 2013b), user-based relations (Araque et al. 2017),
semi-supervised detection (Ren et al. 2016), unsupervised detection (Ren et al. 2016), and also
through meta attributes (Giatsoglou et al. 2017; Ren et al. 2016). The authors estimated fake
news detection using content and context-level information in their research work, mainly fo-
cusing on user comments and check-worthy content (Kim 2014; Kim et al. 2016). In one of the
research, authors (Vishwakarma et al. 2019) examined their novel model for veracity analysis
of news information and achieved an accuracy of 88.00% with a real-world fake news dataset
(FakeNewsNet).
In one of the investigations, Shu et al. (Shu et al. 2019b) studied a method for robotization
through hashtag recurrence in the news data. In this study, the authors presented a complete re-
view of psychological and social concepts and existing detection algorithms from a data mining
perspective. The results of their research showed further facilitate research on the fake news
problem and their directions towards a solution. Zhou et al. (Zhou & Zafarani 2019) investi-
gated four perspectives for analyzing a news article: knowledge-based, style of news writing,
propagation of new articles, and credibility of users. Knowledge and style based perspectives
employed the news content, whereas propagation-based and credibility-based prospects used
the social context. The authors presented a complete overview of the life cycle of fake news
and its propagation-based patterns employing social context.

2.4.1 Machine Learning-based detection models utilizing social context

This section illustrated the classification results of numerous implementations conducted using
machine learning techniques. Ahmed et al. (Ahmed et al. 2017) examined automatic detection
of fake content using available fake reviews on social media. The authors also examined two
different feature extraction methods for classifying fake news. The authors experimented with
six machine learning models that achieved improved results compared to existing benchmarks.
Gupta et al. (Gupta et al. 2012) investigated twitter-based stories’ credibility with their novel ap-
proach. The authors explored a comparison of their proposed system with the existing methods.
Along with that, their research investigated the credibility of news articles with a graph-based
optimization approach. Their research also examined a classification approach extracting valu-
able feature: user-level, tweet-level, and event-based features. Gupta et al. (Gupta et al. 2018)
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studied a detection method combining content and context-level features in the form of a ten-
sor. With their designed tensor, a tensor factorization method deployed for the classification of
the news article. The authors proposed two ideas in their research, News Cohort Analysis and
Collaborative News Recommendation for fake news detection. With their results, the authors
obtained an F1-score of 81.30%. Zheng et al. (Zheng et al. 2015) investigated a supervised
machine learning model for effectively detecting spams on social media. Authors accumulated
a dataset from Sina-Weibo §. Experiments conducted using an SVM-based (Support Vector
Machines) spam detection algorithm. Their result obtained with 99.1% true positive rate for
detecting spam reviews.
In one of the research, Natekin et.al. (Natekin & Knoll 2013) employed three neural network
architectures for fake news detection with the dataset: “Getting Real about Fake News ¶” and
“Fake News Corpus ||” in their investigation. Authors achieved better classification results as
compared to existing models using context-related fake news dataset. Zubiaga et al. (Zubiaga
et al. 2016) proposed different machine learning models with different word embedding models
using the PHEME dataset. With their best approach, authors were able to achieve accuracy with
81%. Sharma et al. (Sharma et al. 2019) investigated the impact of web-based social networking
on political decisions. Existing research demonstrated the effect of political discussions and
political gatherings. Tacchini et al. (Tacchini et al. 2017) presented a model to identify fake
articles based on its user reaction. A bipartite network to classify a news article constructed
based on the number of user likes for an article. One of the research, Karimi et al. (Karimi et
al. 2018) examined 360 satirical news articles, including civics, science, business, and delicate
news. The authors also proposed an SVM-based model. Their proposed framework achieved
an accuracy of 38.81%.

2.4.2 Deep Learning-based models for social context-based detection

In this section, deep learning-based approaches discussed from the perspective of social context-
based features. In these approaches, authors employed different types of neural networks for
effective classification. In recent years, CNN’s achieved excellent results in the text representa-
tion process for different natural language processing tasks. Spreading fake news has been the
point of attention for researchers in recent years, and numerous authors examined this concept

§ The dataset can be downloaded from: https://www.researchgate.net/figure/
Dataset-from-Sina-Weibo_tbl1_282028558

¶ The dataset can be downloaded from: https://www.kaggle.com/mrisdal/fake-news
|| The dataset can be downloaded from: https://www.kaggle.com/c/fake-news/data
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from various aspects of terminology, sociology, and politics. These approaches were capable of
extracting automatic features and improving classification results.

Hybrid models

For deep learning-based approaches, Farajtabar et al. (Farajtabar et al. 2017) presented a mul-
tistage intervention framework for handling fake news on social media. By using reinforce-
ment learning, the authors used feature representation of stages, mitigation actions and reward
functions. Their method outperformed the existing methods. Ruchansky et al. (Ruchansky
et al. 2017) presented a novel hybrid model fusing the source characteristics and user response
found in a news data. The authors explored a novel detection approach CSI: Capture, Score,
and Integrate. The model experimented on Twitter and Weibo datasets. Their technique was
divided into three parts. The first module captured the temporal pattern of user and news article
engagement giving its lower dimension representation. The second module indicated a user’s
credit score based on user features by employing a fully connected layer. The third module
combined the vector from the first module and the second module’s score to classify the news
article effectively. The authors used RNN as a classifier utilizing lower dimension represen-
tation of news articles. The authors employed a deep hybrid model for organizing fake news.
The authors utilized news-user relationships as an essential factor and achieved an accuracy
of 89.20%. Bondielli et al. (Bondielli & Marcelloni 2019) introduced a new hybrid method
for classifying the spam messages and reviews by fusing community-based features with other
valuable feature as meta-content and user’s interaction-based features. Consequently, the au-
thors merged all content and context-based features and classified fake news with an accuracy
of 43.82%.
One of the studies, Wang et al. (Wang 2017), introduced a novel dataset in the field of fake
news classification. The authors presented a novel architecture to resolve the problem of fake
news. The authors built a model using two main components: a Convolutional Neural Network
for meta-data learning, followed by a LSTM model subsequently in the designed architecture.
Their model, which performed poorly on the test samples, achieved only 27.4% inaccuracy.
Roy et al. (Roy et al. 2018) explored the neural embedding approach using a deep recurrent
model. The authors used a weighted n-gram bag of word model using statistical features and
other external features to feature engineering. The authors explored a combination of CNN
and Bi-directional LSTM model. Yang et al. (Yang et al. 2019) explored the possibility of
extracting features that lead to fake-news identification by introducing dimensional reduction
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techniques integrated into the hybrid CNN-LSTM model. Their proposed architecture high-
lighted the Principal Component Analysis (PCA) and Chi-Square approach, which adopted for
feature reduction. In one of the research, Fazil et al. (Fazil & Abulaish 2018) introduced a
novel method for identifying the spammers by amalgamating community-based features with
other valuable features, namely meta-content and interaction-based features. In one of the re-
search, Ajao et al. (Ajao et al. 2018) identified and classified fake news messages effectively of
Twitter posts available on social media with their hybrid neural network model.

Deep learning for rumour detection

In one of the investigations, Allcott et al. (Allcott & Gentzkow 2017) presented a quantitative
report to know the impact of fake news on social media in the 2016 U.S. Presidential General
Election and its effect upon U.S. voters. The authors examined the authentic and unauthentic
URL’s related to fake news from the BuzzFeed dataset. Ghosh et al. (Ghosh & Shah 2018)
have investigated the impact of web-based social networking on political decisions. In their
study, Zhou et al. (Zhou & Zafarani 2018) discussed social media’s ability to aggregate a large
community of users’ judgments. In their further research, the authors explained deep learning
approaches with the end aim to develop better rumours detection. Authors examined the diffi-
culties of disseminating rumours, classification of rumours, and related deception methods or
frameworks. Authors also reviewed the utilization of such helpful strategies towards design-
ing engaging structures that can help individuals evaluate the integrity of data gathered from
various social media platforms. Vosoughi et al. (Vosoughi et al. 2017) identified notable fea-
tures of rumours by exploring three points of the available information spread online: linguistic
writing style and the characteristics of the people involved in propagating information. The
authors investigated their proposed algorithm on 209 real-time rumours, including the 2013
Boston Marathon bombings, the 2014 Ferguson unrest, and the 2014 Ebola epidemic. Their
study’s fundamental objective was to introduce a novel method of assessing style-similarity be-
tween different text contents in the form of news. The authors performed the classification using
traditional models and obtained an accuracy of 51%. Further, Yang et al. (Yang et al. 2012)
appeared with comparative resolutions for detecting false rumours.Throughout the 2011 riots in
England, authors noticed that any improvement in the false rumours-based stories could deliver
good results. Their investigation of the 2013 Boston Marathon bombings gained some exciting
news stories, and most of them were rumours and produced a significant impact on the share
market.
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In their examination, Zubiaga et al. (Zubiaga et al. 2018a) presented a summary of existing
research methods toward social media rumours to develop an effective rumour classification
system. Authors have explained the investigation of rumours circulating among nine breaking
news occasions. Social media can aggregate the judgments of many users, hence encouraging
further study of machine learning approaches to enhance rumours detection frameworks. In
a similar type of research, Liang et al. (Liang et al. 2015) compared a novel approach using
conditional models with random fields and current rumour detection systems. In this research,
the authors explored a novel classifier that improved the precision and recall compared to the
existing detection methods. Moreover, the results provided evidence for the generalization of
the classifier explained in this research article.

Utilizing recurrent neural network

In another research, Chen et al. (Chen et al. 2018) introduced an unsupervised learning model
combining recurrent neural networks and auto-encoders to recognize rumours as anomalies
from other credible micro-blogs based on users’ behaviours. The experimental results showed
that their proposed model obtained an accuracy of 92.49% and an F1-score of 89.16%. Shu
et al. (Shu et al. 2017) investigated the relation between fake and real facts available on so-
cial media platforms using an open tweet dataset in one similar investigation. This dataset was
created by gathering online tweets from Twitter that contains URL from truth checking facts.
In their analysis, the authors discovered that URL’s are the most widely recognized strategy to
share news articles for the measurement of client articulation. Their further research used a
Hoax-based dataset that gives a more accurate prediction for distinguishing fake news stories
by conflicting them against known news sources from well-known truth inspection sites. In
another research, Weiss et al. (Weiss et al. 2020) studied the beginnings of the term "fake news"
and the valuable features. This deficiency of consensus has introduced as future suggestions
for researchers working in a particular field and higher education. In the deep learning-based
investigation, Ma et al. (Ma et al. 2018) applied recurrent neural network (RNN) to obtain con-
textual features from news articles available online compared to traditional methods that need
hand-crafted features. The authors revealed that implementing a deep neural network helped
to achieve more accurate results than the existing approaches. Hochreiter et al. (Hochreiter &
Schmidhuber 1997) discussed different versions of RNN’s to store and access memories. In
their investigation, Abedalla et al. (Abedalla et al. 2019) presented a novel framework to detect
fake news effectively. The authors developed four different models to validate convolutional
layers’ performance, LSTM layers, filters, dropout, and batch-normalization process. In their
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investigation, Agarwal et al. (Agarwal et al. 2016) introduced two datasets for the research
community to generate online news reports. The inference is drawn from the overall analysis of
their experiments that LSTM outperformed the traditional supervised learning methodologies
and delivered a high accuracy.

Utilizing BERT and deep neural network

In one of the investigations, Jwa et al. (Jwa et al. 2019) examined the approach towards auto-
matic fake news detection. The authors employed BERT model to identify fake news by analyz-
ing the relationship between the headline and the news story’s body text. Their results improved
the F1-score over other existing detection models. Authors also investigated the Twitter-based
data of six Venezuelan government officials for tracing fake news. Zhang et al. (Zhang et
al. 2018, 2020; Zhang & Wallace 2015) explored a novel architecture (Fake Detector) link-
ing the linguistic and writing-based features obtained from a news article for the classification.
Their results demonstrated that their approach was much more practical when compared with
existing systems. The authors examined an efficient label propagation algorithm (LPA) for
community detection. The authors conducted different experiments on tangible social media
interfaces. Their result confirmed that the proposed algorithm was scale-able and exhibits high
accuracy. For experimental design, Gated Recurrent Unit (GRU) has used for the extraction
of latent features. Further, they have used Gated Diffusive Unit (GDU), combining latent fea-
tures of news-creators, news articles, and subjects. The authors investigated the problem of fake
news using Deep Neural Network with Twitter-based PolitiFact dataset ** having 14055 tweets
with proper fact-check. These news articles refereed to 152 subjects. The authors obtained an
accuracy of 63% for binary class interfaces. Collobert et al. (Collobert et al. 2011) deployed
neural networks in their research with different convolutional filters to extract global features
by max-pooling.

Utilizing convolutional neural network

In their investigation, Crestani et al. (Cerisara et al. 2018) introduced a novel model capable of
identifying the different roles of the user as a potential fact checker or a potential spreader. The
authors used a CNN architecture and advanced word embedding model to recognize different
linguistic patterns in the news data. Shu et al. (Shu et al. 2018) examined a novel neural archi-
tecture to detect fake news effectively.. The authors designed a co-attention neural network to

** The dataset can be downloaded from https://twitter.com/PolitiFact
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utilize both news content and user comments. Their recommended method achieved a precision
of 90.40% using social-context-based features with the PolitiFact dataset. In another research,
Ma et al. (Ma et al. 2016) investigated a neural network utilizing contextual features from news
articles. The authors also analyzed fake news with traditional machine learning algorithms, in-
cluding the performance feedback that requires hand-crafted features. The authors have more
concentrated to design effective deep learning methods to achieve better classification results.
With their model, they were able to achieve accuracy with 86.12%. In one of the investiga-
tion, Yang et al. (Yang et al. 2018) introduced the solution to their novel Convolutional Neural
Network (TI-CNN) with a combination of both text and image-based features using fusion tech-
niques. Their approach did a detailed investigation using the news article’s visual content for
effective classification with some based content-based features. Explicit features from textual
content include linguistic, psychological perspective, lexical diversity and sentiment analysis.
In a similar type of research, Shu et al. (Shu et al. 2019b) investigated the problem of fake news
with their proposed model (TriFN). Their approach was capable of handling the interactions
between the user and news articles. It also delivers the best understanding between credible and
non-credible news publishers. Experiments conducted with two real-world fake news datasets
(BuzzFeed and PolitiFact) and achieved an accuracy of 86.40% and 87.80%, respectively. Zhou
et al. (Zhou & Zafarani 2019) investigated different news pattern present in social media news.
Their approach studied the patterns available in online social networks responsible for the fake
news propagation rapidly. The authors achieved an accuracy of 83.50%. In one of the investiga-
tion, Wang et al. (Wang et al. 2018) investigated a novel framework known as Event Adversarial
Neural Network (EANN) utilizing event-invariant features. Experiments were conducted with
two large scale real-world datasets: Twitter and Weibo. The authors also investigated many
deep learning methods using a Kaggle fake news dataset and authenticated news articles from
Signal Media News. The authors recognized that LSTM, GRU (Gated Recurrent Unit), and
Bi-LSTM-based (Bi-directional LSTM) classifiers produced better outcomes than CNN-based
models. Experiments carried out using two real-world fake news datasets (Weibo and Twitter)
and achieved an accuracy of 71.50% and 82.70%, respectively.
In their investigation, Zhou et al. (Zhou et al. 2020) investigated a unique approach-SAFE,
which studied multi-modal information (both textual and visual) available on social media.
Experiments on two real-world datasets (PolitiFact and Gossip-cop) achieved an accuracy of
87.40% and 83.80%, respectively. Zhong et al. (Zhong et al. 2019) have examined a fast Gaus-
sian kernel learning method by solving a specifically structured global optimization problem in
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similar research. They have used the improved Hoffman’s approximation method in their exam-
ination. The authors produced good classification performance with their proposed approach.
Kim et al. (Kim 2014) have proposed a CNN model with multiple filters and the different size
of the input filter. Kalchbrenner et al. (Kalchbrenner et al. 2014) proposed a novel method for
text classification. Bhatt et al. (Bhatt et al. 2018) proposed an automated process for identify-
ing news articles’ veracity through deep learning techniques in their investigation. The overall
accuracy delivered by their CNN architecture with the unevenly distribute FNC-1 dataset was
74.84%.

Utilizing graph convolutional neural network

In one of the research, Wang et al. (Wang et al. 2021) explored a graph convolutional method
concatenating with an LSTM layer before the output integrates local sequential order and global
semantic relationship-relationship recognition of fake news available in the form of text. The
proposed model, SemSeq4FD, has shown a minimum improvement of 1.17% over existing and
current models, with the highest accuracy, resulted in 93.7% on the LUN dataset. In another
research, Dharawa et al. (Dharawat et al. 2020) released Covid-HeRA, a new misinformation
dataset to identify the fake news related to COVID-19. Their proposed CNN model used an ad-
vanced embedding model- Glove for input word length vectors. The testing accuracy achieved
using a binary classification model categorizing the news articles was 96.6%. Orso et al. (Orso
et al. 2020) have emphasized that the diffusion of social media leads to increasing the degree of
clarity in sharing scientific information, which has led to the spreading of inaccurate data from
reliable sources at the beginning of the COVID-19. Gupta et al. (Gupta et al. 2012) evaluated
the credible-score of Twitter events with a Page-rank-like credibility approach. Comparison of
classifier approach, fundamental credit analysis and event graph-based optimization approach
has presented. The event graph-based optimization approach provides better results as it em-
ploys event similarity.

Our research contributions

To detect fake news better, multiple studies were conducted and reported their results as re-
search contributions. In the preceding research work (Kaliyar et al. 2020b), the problem of fake
news with their designed deep convolutional neural network employing content-based features
investigated. It was found that the proposed convolutional model obtained better classification
outcome as compared to existing benchmarks. Further, a deep neural network with four dense
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layers was designed (Kaliyar et al. 2020a) using both contents and context-based features. It
achieved improvable results using the dataset: BuzzFeed and PolitiFact. In this research, it was
recommended that the deep neural network is one step ahead, with a better classification perfor-
mance on a binary output dataset, as compared to existing systems. In another study, Kaliyar et
al. (Kaliyar et al. 2021b), a novel BERT-based in-depth learning approach was explored for fake
news classification. A multichannel-CNN architecture was explored by using an advanced word
embedding technique. In the architecture, three parallel channel of 1D-CNN’s were combined
into a unified structure. This combination was effective because multiple-branch convolution
networks different filters and kernel sizes for effective feature learning with variable-sized input
documents. It observed that the proposed model is a general framework that can be used with
any representation models in bi- nary fake news categories. The model considered different fil-
ter sizes across each dense layer with varying length feature mapping capability. The accuracy
of the designed system was highest among all the existing detection models. A preliminary
version of this work appeared in the CODS-COMAD-2021 (Kaliyar et al. 2021b).

2.5 Research gaps in literature

After going through various existing literature that created a body of knowledge in fake news
detection techniques, the following research gaps were identified based on the comprehensive
literature investigation (refer tables 2.3-2.6) :

2.5.1 Deficiency of context-dependent datasets

Critical estimation of the literature revealed that existing datasets contain news content, social
context of news, and user-related learning. These information were valuable for fake news
propagation, detection, and mitigation in an effective manner. To the best of our knowledge
(Ahmed et al. 2017; Basak et al. 2019; Fazil & Abulaish 2018; Kumar & Shah 2018; Ruchansky
et al. 2017) existing datasets only contained one or two aspects.

2.5.2 Improvisation in existing fake news detection techniques

As mentioned in the existing literature review, the accuracy of existing fake news detection
methods lied in the range of 44-80% using real-time context-specific datasets. An enormous
scope of improvement had been promising (Ghosh & Shah 2018; Potthast et al. 2017; Shu et
al. 2017; Wason 2018; Zhou & Zafarani 2018). The end goal of this research work was to utilize
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TABLE 2.3: Summary of Existing work using News Content-based features

Dataset Classification Approach Features Classifier and
Accuracy
(%)

Twitter Dataset (Fazil &
Abulaish 2018)

Machine learning-based
(Hybrid model)

Content, and
interaction-
based features

RF, DT, NB
(94.70)

FNC-1 dataset (Ahmed et
al. 2017)

Deep learning-based (Neu-
ral Network)

Neural, statis-
tical, and ex-
ternal features

CNN, LSTM
(43.82)

BuzzFeedWebis and Fak-
eNewsCorpus 2016 (Pot-
thast et al. 2017)

Machine learning-based Salient fea-
tures of
rumors

RF (75.00)

Fake.Br Corpus (Monteiro
et al. 2018)

Machine learning-based Content level
features

SVM (89.00)

LIAR (Wang 2017) Machine learning-based
(Multi-class Fake News
Detection framework)

Content fea-
tures and meta
features

SVM, RF,
MMFD
(38.81)

LIAR (Wang 2017) Deep learning-based (Hy-
brid convolutional neural
network)

Content fea-
tures

LR, SVM
(27.40)

PolitiFact (Rashkin et
al. 2017)

Deep learning-based 300 NB and
LSTM (22.00)

2013 Boston Marathon
bombings and 2014 Ebola
epidemic (Vosoughi et
al. 2017)

Machine learning-based Content
and salient
features of
rumors

LR, SVM,
HMM(75.00)

Celebrity-news (Pérez-
Rosas et al. 2017)

Machine learning-based Linguistic
Features

74.00

(Ghanem et al. 2018) Machine learning-based News content-
based features
(n-gram fea-
tures)

48.80

(O’Brien et al. 2018) Deep learning-based Content-based
features

NN(Black-
box) 93.50

Spam-reviews (Ott et
al. 2011)

Machine learning-based Content-based
features

90.00

(Feng et al. 2012) Machine learning-based Linguistic and
Content-based
features

91.20

(Rashkin et al. 2017) Machine learning-based Linguistic and
Content-based
features

22.00
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TABLE 2.4: Summary of Existing work using News Content-based features

Dataset Approach Features Classifier and
Accuracy
(%)

(Antoniadis et al. 2015) Machine learning-based Content, and
interaction-
based features

77.00

(Rubin et al. 2016) Machine learning-based News content-
based features

SVM (90.00-
precision and
84.00 recall)

(Della Vedova et al. 2018) Machine learning-based News content-
based features

81.70

Italian Facebook dataset
(Vicario et al. 2019)

Machine learning-based Content level
features

77.00

(Yang et al. 2018) Deep learning-based News content
and User-
based features

96.60

(Liu & Wu 2018) Deep learning-based Content and
linguistic-
based features

NN, CNN
(91.00)
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TABLE 2.5: Summary of existing work using Social-context-based features

Dataset Approach Features Classifier and
Accuracy
(%)

PolitiFact (Gupta et
al. 2018)

Machine learning-based News content
and Social
context-based
features

SVM (81.30)

Sina-webio (Zheng et
al. 2015)

Machine learning-based Spam detec-
tion using
News Social-
based features

TPR

PHEME (Zubiaga et
al. 2018a)

Machine learning-based Social
context-
based features

81.00

(Ruchansky et al. 2017) Neural network Social
context-
based features

HNN (89.20)

(Vosoughi et al. 2017) Deep learning approach Salient fea-
tures of
rumours (lin-
guistic style,
characteristics
of users, and
network pat-
terns)

51.00

(Chen et al. 2015) Deep learning-based Micro-blogs
based on
users’ behav-
iors

RNN (89.16
F1-Score)

LIAR (Roy et al. 2018) Deep learning-based ap-
proach

Social
context-
based features

CNN and BI-
LSTM (43.82)

(Shu et al. 2019d) Deep learning-based ap-
proach

Social-
context-based
features

CNN,
LSTM(90.40)
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TABLE 2.6: Summary of existing work using Social-context-based features

Dataset Approach Features Classifier and
Accuracy
(%)

Twitter-based Politi-
Fact (dataset) (Zhang
et al. 2018)

Deep learning-based News content
and Social
context-based
features

DNN (63.00)

(BuzzFeed and PolitiFact)
(Shu et al. 2019b)

Deep learning-based News content
and Social
context-based
features

86.40 and
87.80

(BuzzFeed and PolitiFact)
(Zhou & Zafarani 2018)

Deep learning-based News content
and Social
context-based
features

83.50

(Weibo and Twitter) (Wang
et al. 2018)

Deep learning-based Social
context-
based features

EANN (71.50
and 82.70)

(PolitiFact and Gossip-
cop) (Zhou et al. 2020)

Deep learning-based News content
and Social
context-based
features

87.40 and
83.80

(Ma et al. 2016) Deep learning-based News content
and Social
context-based
features

NN (86.12)

(Bhatt et al. 2018) Deep learning-based ap-
proach

Social
context-
based features

CNN and BI-
LSTM (74.84)
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news content and social-context features effectively. A significant challenge in predicting the
fake news article was the diverse writing style to deceive society’s people. News content was not
only sufficient for better classification results on various real-world fake news datasets. Apart
from traditional machine learning methods, an effective detection model using deep learning
techniques was necessary. The proposed designed models gave satisfactorily result in this regard
with many real-world fake news datasets.

2.5.3 To build a model or framework that combines multiple features
(content, context, community, and temporal, etc.)

There existed three principal segments of the fake article: the text of an article, the acknowledg-
ment of user experiences, and the source of fake creators developing it. Existing research work
primarily enlighten toward one or two components, which has limited their success and gener-
ality. Scope to establish a model or framework that combines all these characteristics and other
prospects for a more accurate and automated prediction was promising—most of the existing
works revolved around news content-based classification methods. However, from an industrial
and academic point of view, context and community-based detection were more significant.
Nevertheless, there were present a few studies on the community-based detection approaches.

2.5.4 Fake News Detection utilizing different user-cohorts

It was also identified that the user does not exist in an isolation on online social media (Kumar &
Shah 2018). User’s generally form a cohort/community among themselves to share their views.
Community structure comes from the theory of equally like-minded users tend to follow each
other. Scope to use these exiting communities (Gupta et al. 2018) on social media for fake news
detection was promising.

2.5.5 To build a in-depth learning approach utilizing a bi-directional word
embedding model

Based on the existing studies, it was observed that there was a primary necessity for an effective
deep learning approach utilizing the power of bi-directional pre-trained word embedding like
BERT for more accurate results. Most of the existing methods (Fazil & Abulaish 2018; Kumar
& Shah 2018; Zhou & Zafarani 2018) mainly used a single direction pre-trained model GloVe
and Word2Vec.
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2.5.6 Generalization

For the detection of fake news, existing classification techniques (Ghosh & Shah 2018; Shu et
al. 2017; Zhou & Zafarani 2018) were limited to specific social-network data and a language. A
generalized model to classify fake articles was the primary necessity to achieve accurate results
with any real-world news dataset. The fundamental motivation behind developing the proposed
model was to produce effective learning on distinct fake news datasets. The capability of the
designed model was lucrative towards any real-world fake news dataset with reasonable good
accuracy.

2.6 Objectives of the present work

With a comprehensive literature investigation and acknowledging the research gaps, the follow-
ing research objectives were chosen for further research:

• RO-1: To Investigate and analyze the existing fake news detection techniques.

• RO-2: Acquisition and creation of context-dependent real-world datasets for fake news
detection.

• RO-3: To customize the existing fake news detection methods using deep learning tech-
niques for improvisation.

• RO-4: Verification and Validation of the customized techniques on the new real-world
datasets.

• RO-5: Comparative analysis of the proposed framework in terms of classification accu-
racy, F1-score, and confusion matrix.

• RO-6: Generalized results based on the experiments performed on various real-world fake
news datasets.

2.7 Research methodology

For achieving the above-mentioned research objectives, the following research methodologies
were adopted:

44



Chapter 2. Related work

• An exploration and investigation of existing fake news detection techniques (RO-1): A
detailed investigation of the existing detection methods done successfully. All existing
detection methods were investigated for conceding the current processes in the research.
In conclusion, a broad scope of improvement was present.

• Acquisition and creation of context-dependent datasets (RO-2): We acquired the real-
world fake news datasets like Real-or-fake (Shape of the dataset: 6335*4), and attributes
are: id, title, text, label, FakeNewsNet (Attributes are: id, URL, title, text, tweet_ids
etc.), Kaggle-Fake-news (Training data: 20800 and Testing data: 5800) and attributes
are: id, title, author, text, and label, PHEME (70000 instances), LIAR (six output classes),
CoAID-19 (In this dataset, there was a total of 2138 instances of news with 549 of fake
in total, and it was the first publicly available dataset for COVID-19 related to fake news
articles). One novel fake news dataset was built named: FN-COV (A novel dataset in
which there are 69,976 instances of news with 44.84% of fake in total). The collection
had several topics like COVID-19, quarantine, and social distancing tag related news
articles.

• Installation and study of the tool(s)(RO-1 and RO-3): Python toolkit with NumPy, Pandas,
and scikit-learn/Keras version 2 with either a Theano or Tensor-Flow at the back-end for
the implementation of the existing/proposed methods for fake news identification.

• To customize the existing fake news detection methods using deep learning techniques
for improvisation (RO-3, RO-4, and RO-5): An effective deep learning model (FNDNet)
was designed. With the proposed model (FNDNet), more accurate results were achieved
than current detection methods. Subsequently, a deep learning model (DeepFakE) was
designed utilizing news content, and social context features in a 3-mode tensor. A CMTF
method used to convert a higher-dimensional vector into lower-dimensional vectors. To
validate the proposed model’s performance, two real-world fake news datasets (Buz-
zFeed and PolitiFact) used in the research. More improved results were achieved with
the proposed approach. Subsequently, moving towards the following research objective, a
BERT-based in-depth learning approach (FakeBERT) was developed with a bi-directional
pre-trained word embedding model (BERT). More accurate results were obtained as com-
pared to existing benchmarks using a real-world fake news dataset. Afterwards, a deep
learning model was designed for the effective identification of fake news. In this ap-
proach, news content, social context, and user-level features were combined with user-
cohorts in the form of the 3-mode tensor. More accurate results were achieved with the
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proposed model with both the dataset: BuzzFeed and PolitiFact. The proposed model’s
performance was validated and verified employing different performance parameters.

• Generalization (RO-6): Moving towards generalized results, a hybrid multichannel con-
volutional neural network was designed to detect fake news effectively. The performance
of our proposed model was validated with three real-world fake news datasets. A mul-
tichannel convolutional neural network was designed with different kernel-size convo-
lutional layers and filters for better learning. The authors used an embedding layer in
traditional models, accompanied by a 1D-CNN having one pooling layer and a prediction
output layer. The proposed model combined multiple 1D-CNN’s that read the source doc-
ument with different kernel sizes. As a result, the input document processed at different
n-grams at a moment. The proposed model also learned how to combine these studies
(different sized n-grams) best and how it affects model learning.

2.8 Organization of the thesis

Fundamental theories behind fake news detection presented in the current chapter. The present
chapter also summarized the work available in the literature and the scope of improvement.
Recent research has undertaken to understand the proposed deep neural networks’ performance
with other existing benchmarks. The following chapter included a description of the deep neu-
ral networks for effective fake news detection. Chapter 3 represented the results corresponding
to our designed BERT-based deep learning approach and FNDNet (the proposed deep neural
network). Chapter 4 described the results corresponding to the Tensor decomposition-based
in-depth learning approach and EchoFakeD (the proposed deep neural network handling multi-
ple types of user-based features). Chapter 5 represented the results corresponding to the hybrid
model for effective fake news detection for binary classification. Chapter 6 described the gen-
eralized results corresponding to the designed deep learning approach with three novel and
real-world fake news datasets. Chapter 7 represented the conclusion and future scope.
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Chapter 3

Improving Fake News Detection with
FNDNet and BERT-based deep learning

approach*

*The results presented in this chapter are published in: 1. Kaliyar, R. K., Goswami, A., Narang, P., & Sinha,
S. (2020). FNDNet–a deep convolutional neural network for fake news detection. Cognitive Systems Research,
61, 32-44. https://doi.org/10.1016/j.cogsys.2019.12.005.(Elsevier, SCI Impact Factor: 1.902) .
2. Kaliyar, R. K., Goswami, A., & Narang, P. (2021) FakeBERT: Fake news detection in social media with a
BERT-based deep learning approach. Multimedia Tools and Applications, 1-24.https://doi.org/10.1007/s11042-
020-10183-2.(Springer Nature, SCI Impact Factor: 2.313).
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Chapter 3. Improving Fake News Detection with FNDNet and BERT-based deep learning
approach

In the current chapter, fake news identification with FNDNet and the BERT-based deep learning
approach presented.

3.1 FNDNet: A Deep convolutional neural network

This section represented the research work using the proposed model (FNDNet) for effective
fake news detection.

3.1.1 Introduction

This chapter represents the research work with the proposed model (FNDNet) for fake news
detection with a more in-depth convolutional approach. A look around exhibited that our rec-
ommended system did not rely on obtaining hand-crafted features. Alternatively, the model
(FNDNet) outlined learning discriminatory features through deep learning automatically. The
proposed model’s architecture was encouraged by recent advancement in the field of fake news
identification (Fu et al. 2017; Pan et al. 2018; Ruchansky et al. 2017; Zhang & Wallace 2015).
The model showed excellent performance on large-scale real-world fake news datasets com-
pared to existing fake content detection methods. CNN’s achieved excellent performance in
many text classification tasks and different industrial applications (Liang et al. 2015; Roy et
al. 2018; Zhou & Zafarani 2018). The proposed model would also help provide a better solu-
tion for such industrial applications in business, retails and insurance, etc. The proposed model
also addressed choosing an optimal depth of CNN’s for the text classification problem effec-
tively. The classification results outperformed the current models for fake news detection. The
model decreased classification error. In this research, the proposed model’s performance was
demonstrated for language representation, where accuracy of 98.36% has achieved. Using the
proposed method, improved results were obtained compared to the baseline approaches, made
FNDNet a promising model for accurate fake news detection.

3.1.2 Experimental setup and methodology

In this section, various experiments and techniques presented that were utilized to achieve the
research objectives and the results of the experiments.
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Word embedding

The primary advantage of using word embedding models (Caliskan et al. 2017; Camacho-
Collados et al. 2016; Peters et al. 2018; Wang et al. 2016; Zhang & Wallace 2015) was the
ability of training with massive real-world datasets. Embedding generally symbolized geomet-
rical encoding (Zhang et al. 2015) of words based on how frequently they appear together in a
text corpus. It reduced the time consumption for training the model, cleaning, and processing.
This research displaced the processing layer parameters with input embedding vectors for using
pre-trained embedding models for training. Primarily, the index was kept and then fixed this
layer, restricting it from being updated throughout gradient descent (Peters et al. 2018; Qi et
al. 2018). The experiments have shown programs that embedding-based input vectors perform
a valuable role in text classification tasks. Pre-prepared models can be categorized into two
forms, viz., context-free and contextual-based. Contextual-based models can further be divided
as unidirectional or bidirectional (Cerisara et al. 2018; Iyyer et al. 2015; Kamkarhaghighi &
Makrehchi 2017) for pre-training.

GloVe

The GloVe is an unsupervised learning algorithm (Ahmed et al. 2017; Asparouhov & Muthén 2010;
Cerisara et al. 2018; Hailong et al. 2014; Medhat et al. 2014) that mainly uses to discover the
closeness of two words in the form of a vector space. These generated vector representations are
called word embedding vectors. In GloVe, training performs on aggregated global word-word
co-occurrence matrices (Ahmed et al. 2017) to from a corpus. This research work used the most
delicate word embedding package is 822Mb, called “glove.6B.zip”. The 100-dimensional ver-
sion was used in our research. GloVe gave lower weight for widespread word pairs to prevent
meaningless stop words such as “the”, “an”, etc., which did not dominate the training progress.
Before training the model, a co-occurrence matrix X created based on input words, where a cell
Xij was a “strength”, which defines how often the word i appears in the context of the word j.
Once X is ready, it is important to choose our input vector for each word in the dataset.

wT
i w̃ j +bi + b̃ j = logXi j (3.1)

where bi and bj are scalar bias terms associated with words i and j, respectively.

The end goal was to minimize the target objective function J, which was helpful in recording
all the squared errors, weighted with a function f :
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TABLE 3.1: FNDNet layer Architecture Model

Layer (type) Input size Output size
Embedding 1000 1000 × 100

Conv1d 1000 × 100 998 × 128
Conv1d 1000 × 100 997 × 128
Conv1d 1000 × 100 996 × 128
Maxpool 998 × 128 199 × 128
Maxpool 997 × 128 199 × 128
Maxpool 996 × 128 199 × 128

Concatenate 199 × 128, 199 × 128, 199 × 128 597 × 128
Conv1d 597 × 128 593 × 128
Maxpool 593 × 128 118 × 128
Conv1d 118 × 128 114 × 128
Maxpool 114 × 128 3 × 128
Flatten 3 × 128 384
Dense 384 128
Dense 128 2

J =
V

∑
i, j=1

f (Xi j)(wT
i w̃ j +bi + b̃ j− logXi j)

2 (3.2)

Where V is defined as the size of the vocabulary.

Importance of pre-trained Word Embedding

In the recent time, word embedding techniques have been broadly employed in classification
tasks using textual data. The high accuracy with pre-trained word embedding models signifi-
cantly influenced fake news classification for large datasets. For pre-trained embedding exper-
iments, the processing layer’s parameters were displayed with pre-trained embedding vectors,
maintaining the index and preventing it from being updated during the process of gradient de-
scent. The primary findings were illustrated in terms of (i) training loss, (ii) confusion matrix,
and (iii) accuracy. The experiment demonstrated that word embedding-based vectors played an
influential role in fake news detection.
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FIGURE 3.1: Computational Graph for FNDNet Model
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The proposed deep convolutional network: FNDNet

Figure 3.1 showed the computational flow of the proposed model FNDNet. In most of the
existing researches (Cerisara et al. 2018; Zhong et al. 2019), fake news detection has been
investigated by adopting a standard text classification model that consists of an embedding
layer as input in the form of word embedding vectors (Zhong et al. 2019), followed by a one-
dimensional CNN (Zhong et al. 2019). The proposed model’s design was motivated by the
concept of multiple parallel channels-variable-size-based neural networks (Zhong et al. 2019).
The proposed model reaped the benefits of traditional feature engineering and automated feature
engineering (Seide et al. 2011). In the proposed model, inputs were the word-embedding vectors
generated from GloVe. The same input word embedding vectors were provided to all three
parallel convolutional layers. Subsequently, the FNDNet elements, viz., the choices of number
of convolutional layers, different kernels sizes in each convolutional layer, number of dense
layers, dropout, and the selection of activation function were discussed to make the proposed
detection model more efficient and deep convolutional-based, as follows:

• Convolutional layer: It is defined as the core functional block of any CNN-based net-
works for classification (Zhong et al. 2019). This layer consists of a set of filters or
kernels (Zhong et al. 2019). With these filters’ help, a tiny part of the input data is taken
at a time for processing and applied across the whole input. The fundamental operations
performed by this convolutional layer are matrix multiplications-based operations (Zhong
et al. 2019), which passes through an activation function (Zhong et al. 2019) to produce
the final output. In the proposed model, three parallel convolutional layers were used with
different kernel sizes. The primary motivation behind it was to contain more information
in different word vectors during training.

• Max-pooling layer: A pooling layer effectively down-samples (Nagi et al. 2011; Zhong
et al. 2019) the last layer’s output in a neural network, reducing the number of operations
required for all the following layers present in the network. In the proposed architecture,
three max-pooling layers consolidated the output from the convolutional layers. Two
more convolutional layers were taken, followed by max-pooling layers, to make the pro-
posed architecture deeper convolutional-based to achieve efficient results.

• Flatten layer: Flatten layer is denoted by a function that transforms the input features
and maps them to a single column for further processing. One flatten layer was used in
the outlined model.
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• Dense layer or fully connected layer: A dense layer’s functionality is considered a linear
operation (Zhong et al. 2019) in which every input is connected to every output by some
weight. Two dense layers were taken to make the proposed model dense. Researchers
(Vasudevan et al. 2019; Zhong et al. 2019) used one or two dense layers before the final
softmax layer in their research work.

• Dropout: Dropout is a regularization technique (Vasudevan et al. 2019; Zhong et al. 2019),
which aims to reduce the complexity of any classification model with the end goal to pre-
vent over-fitting (Zhong et al. 2019). Dropout to all fully-connected layers/dense layers
was employed. Dropout at each layer of the network showed promising results. The value
of dropout was taken as 0.2 throughout our experiments.

• Activation Function: In this research, ReLU (Rectified Linear Unit) as a activation func-
tion (Li & Yuan 2017) was used. ReLU also enhances the nonlinear properties (Li &
Yuan 2017) of the complete network’s decision-making function without modifying the
receptive fields (Li & Yuan 2017) of the convolution layer. It is the most commonly used
activation function in Deep Learning due to efficient results. It is computationally effi-
cient than sigmoid or Tanh and solves the vanishing gradient problem. The equation of
ReLU can be written as:

σ = max(0,z) (3.3)

In Table 3.1, the layered structure of the designed FNDNet model tabulated. In the architecture,
the input was distributed into three parallel convolutional layers having 128 kernels. The first
convolution layer has 128 kernels of size 3, which decreases the input vector from 1000 to 998;
the second convolution layer has 128 kernels of size 4, which decreases input vector from 1000
to 997; and the third convolution layer has 128 kernels of size five which decreases input vector
from 1000 to 996 after convolution. After each convolution layer, a max-pooling layer is present
to reduce the dimension. Following this, the max-pooling layer has filter size 5, which further
reduces the vector to 1/5th of 996, i.e. 199. After concatenation, a convolution layer applied of
size 5 with 128 kernels followed by a max-pooling layer. Finally, it followed by a dense hidden
layer of 128 neurons. The output of the FNDNet model receives through a dense layer with a
dropout value of 0.2.
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Importance of Deeper CNN

In the modern era of computing, neural networks with 100 or more layers exist. Neural networks
have trained using back-propagation and forward-propagation algorithms. In these algorithms,
the gradient (derivative) of the cost function is used to update each layer’s weights. The gra-
dient’s value decreases with each new layer, primarily when the sigmoid activation function
is used. This problem is also known as the vanishing gradient. Direct connection in dense or
deeper CNN solves this problem. Deeper CNN is also less prone to over-fitting as compared to
standard CNN.

3.1.3 Experimental Results & Analysis

Dataset description

Experiments conducted using the fake news dataset †. It consists of two files (i) train.csv: A full
training dataset (refer Tables 3.2 for more details), and (ii) test.csv: A dataset without the output
label (refer Table 3.2 for more details). This dataset is associated with the fake articles spread
during the time of the 2016 U.S. Presidential Election. In this dataset, ID represents the unique
value for a particular news article; the title represents the main heading of news; the author
expresses the news creator’s name. Text is the main core part of this dataset, representing the
complete news article, and labels provide information about the article as potentially unreliable
or reliable.

Hyperparameter Tuning

The process of choosing hyperparameters is a necessary aspect of any deep learning classifica-
tion model. Hyperparameters are the variables that set before applying a learning algorithm to
a context-specific dataset. For selecting and optimizing hyperparameters, there were two ba-
sic approaches: manual and automatic selection. Both methods were technically viable. The
decision typically outlined a trade-off between the deep understanding of the model required
to select hyperparameters manually versus the high computational cost required by automatic
selection algorithms. Tables 3.3-3.5 listed the hyperparameters’ values in the designed experi-
ments for achieving accurate classification.

† . The dataset can be downloaded from: https://www.kaggle.com
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TABLE 3.2: Fake News dataset

Attribute Number of Instances
ID 20800

title 20242
author 18843

text 20761
label 20800

TABLE 3.3: Hyperparameters for CNN

Hyperparameter Value
No. of convolution layers 3
No. of max pooling layers 3

No. of dense layers 2
Loss function Categorical-crossentropy

Activation function ReLU
Learning rate 0.001

Optimizer Ada-delta
Number of epochs 5

Batch size 128

TABLE 3.4: Hyperparameters for LSTM

Hyperparameter Value
No. of convolution layers 2
No. of max pooling layers 2

No. of dense layers 4
Dropout rate .2

Optimizer Adam
Activation function ReLU

Loss function Binary cross-entropy
Number of epochs 10

Batch size 64
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TABLE 3.5: Hyperparameter for FNDNet.

Hyperparameter Value
No. of convolution layers 5
No. of max pooling layers 5

No. of dense layers 4
Dropout rate .2

Optimizer Adadelta
Activation function ReLU

Loss function Categorical cross-entropy
Number of epochs 5

Batch-size 128

3.1.4 Performance parameters

Precision, recall, F1-Score, TNR, FPR, and accuracy were used as evaluation matrices to assess
the proposed model’s performance. To control the different embedding types, the following
hyper-parameters were fixed (refer to Tables 3.3-3.5) throughout the experiments.

Confusion Matrix

A confusion matrix represents the information about actual and predicted classifications per-
formed by a classifier.

Precision & Recall

The measure of the model’s ability to accurately identify the occurrence of a positive class
instance was determined by recall as:

Recall =
T P

T P+FN
(3.4)

where precision is :

Precision =
T P

T P+FP
(3.5)
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TABLE 3.6: Confusion Matrix for MNB

Predicted Positive Predicted Negative
Actual Positive 898 (TP) 73 (FN)
Actual Negative 111 (FP) 853 (TN)

F1-Score

F1 score can be calculated as:

F1 =
2∗ (Precision∗Recall)
(Precision+Recall)

(3.6)

Specificity or True Negative Rate (TNR)

TNR can be calculated as:

TrueNegativeRate(T NR) =
T N

FP+T N
(3.7)

False Positive Rate (FPR)

FPR is calculated as:
FalsePositiveRate(FPR) =

FP
FP+T N

(3.8)

Accuracy

Accuracy can be defined as:

Accuracy =
T P+T N

T P+T N +FP+FN
×100 (3.9)

where True positive (TP) = correctly identified
False positive (FP) = incorrectly identified
True negative (TN) = correctly rejected
False negative (FN) = incorrectly rejected
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FIGURE 3.2: Machine learning-based Classification results using GloVe

TABLE 3.7: Confusion Matrix for KNN

Predicted Positive Predicted Negative
Actual Positive 836 (TP) 200 (FN)
Actual Negative 762 (FP) 282 (TN)

TABLE 3.8: Confusion Matrix for DT

Predicted Positive Predicted Negative
Actual Positive 901 (TP) 135 (FN)
Actual Negative 413 (FP) 631 (TN)

TABLE 3.9: Confusion Matrix for RF

Predicted Positive Predicted Negative
Actual Positive 802 (TP) 234 (FN)
Actual Negative 361 (FP) 683 (TN)
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TABLE 3.10: Confusion Matrix for CNN with GloVe

Predicted Positive Predicted Negative
Actual Positive 882 (TP) 76 (FN)
Actual Negative 90 (FP) 952 (TN)

TABLE 3.11: Confusion Matrix for LSTM with GloVe

Predicted Positive Predicted Negative
Actual Positive 995 (TP) 47 (FN)
Actual Negative 8 (FP) 1030 (TN)

TABLE 3.12: Confusion Matrix for FNDNet with GloVe

Predicted Positive Predicted Negative
Actual Positive 995 (TP) 32 (FN)
Actual Negative 6 (FP) 1018 (TN)

TABLE 3.13: Classification results using Machine Learning and Deep Learning-based models

Embedding Model Classification Model Precision(%)Recall(%) F1-Score(%)
Tf-Idf on unigrams
and bigrams

Neural Network 95.31 92.78 94.03

BoW without unigram
and bigrams

Neural Network 91.45 87.67 89.57

Word2Vec Neural Network 80.23 72.34 76.08
GloVe Mutinomial Naive

Bayes
88.99 92.48 90.70

GloVe Decision Tree 68.56 86.97 73.68
GloVe Random Forest 68.95 77.41 72.94
GloVe KNN 52.31 80.69 63.37
GloVe CNN 90.74 92.07 91.40
GloVe LSTM 99.20 95.49 97.31
GloVe The Proposed model

(FNDNet)
99.40 96.88 98.12
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TABLE 3.14: True Negative Rate (TNR) and False positive rate (FPR)

Word Embedding Model Classification Model TNR(%) FPR(%)
Tf-Idf on unigrams and bi-
grams

Neural Network 85.12 14.52

BoW without unigram and bi-
grams

Neural Network 62.17 12.23

Word2Vec Neural Network 59.35 37.65
GloVe Mutinomial Naive Bayes 88.49 11.51
GloVe Decision Tree 60.44 39.56
GloVe Random Forest 65.42 34.58
GloVe KNN 27.01 72.98
GloVe CNN 91.36 8.64
GloVe LSTM 99.22 0.77
GloVe The Proposed model (FND-

Net)
99.41 0.59

TABLE 3.15: Classification results using Machine Learning and Deep Learning-based models

Word Embedding Model Classification Model Accuracy (%)
Tf-Idf on unigrams and bi-
grams

Neural Network 94.31

BoW without unigram and bi-
grams

Neural Network 89.23

Word2Vec Neural Network 75.67
GloVe Mutinomial Naive Bayes 89.97
GloVe Decision Tree 73.65
GloVe Random Forest 71.34
GloVe KNN 53.75
GloVe CNN 91.50
GloVe LSTM 97.25
GloVe The Proposed model (FND-

Net)
98.36
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FIGURE 3.3: Accuracy & Model loss or Cross-entropy loss of FNDNet model with Training
and Testing samples

Results

Firstly, numerous experiments were conducted to evaluate different machine learning classi-
fiers’ performance using a real-world fake news dataset (refer to Table 3.2 for more details).
Respective confusion matrices (Table 3.6-3.12) chosen for each machine learning as well as
the deep learning-based classifier for evaluating the performance using different estimating pa-
rameters (for more details, refer to section 5.2). This research found that using Multinational
Naive Bayes (MNB) as a classifier achieved an accuracy of 89.97%. Machine Learning-based
classification results are shown in Figure 3.2. MNB consists of a higher actual negative rate
and less false positive rate among all machine learning-based models. Performance decreases
as the scale of data increases during the investigation with machine learning-based models. Ac-
curacy was also low in machine learning-based classifiers due to limited handwritten features
present in the respective dataset. Facing these problems, deep-learning-based implementations
were motivated. Deep learning automatically finds out the essential features for classification,
whereas in Machine Learning, the features that were fed manually. Deep neural networks with
different pre-trained word embedding models were implemented, such as Word2Vec, BOW, etc.
We achieved better accuracy (94.31%) as compared to previous machine learning-based models
with GloVe. The end goal of this research work was to develop a more effective model for fake
news classification.
Considering the issues in machine-learning based implementations, deep learning-based mod-
els (CNN, LSTM), and the proposed model (FNDNet)) were implemented and recorded their
performances for fake news identification. It found that using the GloVe-enabled pre-trained
word embedding technique with CNN, a training accuracy of 64.50% was obtained, with a
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validation accuracy of 91.50%, with five epochs. LSTM using GloVe was implemented and
recorded a training accuracy of 99.74% and a testing accuracy of 97.25% with ten epochs. The
proposed model was executed (FNDNet) using the GloVe pre-trained word embedding model
and recorded a testing accuracy of 98.36%. It showed that the best accuracy was obtained by the
designed deep learning model. Tables 3.13-3.14, compiled the values of different performance
parameters (refer to Table 3.13) and (true negative rate and false-positive rate in Table 3.14) for
machine learning as well as deep learning-based classification models. From Figure 3.3, the
accuracy and cross-entropy loss of the implemented deep CNN-based model with training and
testing data values can be seen. It observed that with the increasing number of epochs, testing
accuracy increased, and model loss reduced significantly with the proposed model.
From the above investigation, as seen in Figure 3.3, the training loss decayed quickly with the
GloVe-enabled deep convolutional neural network compared to the standard embedding model.
Table 3.1, the training loss utilizing advanced pre-trained word embedding models decayed
comparatively fast and without any fluctuations. Figure 3.3 demonstrated that cross-entropy
loss reduced significantly using the FNDNet model. The recommended model obtained the
highest accuracy and minimal losses.

3.1.5 Comparative analysis with existing results

To explore the proposed model’s effectiveness (refer to Table 3.16 for more details), a compar-
ative analysis outlined with the existing methods utilizing the Kaggle fake news dataset. The
highest benchmark was reported with an accuracy of 93.50% for fake news detection using
the corresponding dataset. Also, from Table 3.15, the proposed model showed comparatively
better results and effectiveness (training accuracy, testing accuracy, lightweight model for train-
ing). Using the GloVe-enabled deep convolutional-based approach, an accuracy of 98.36% was
achieved. The proposed model achieved better results (refer to Table 3.15 for more details) with
real-world text-based fake news datasets compared to existing works.

3.2 BERT-based deep learning approach

In this section, research work with the proposed BERT-based Deep learning approach presented.
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TABLE 3.16: A comparison of implemented results with the dataset: Kaggle

Authors Accuracy(%)
(Ghanem et al. 2018) 48.80

(Singh et al. 2017) 87.00
Using LR-unigram model (Ahmed et al. 2017) 89.00

(Ruchansky et al. 2017) 89.20
(Ahmed et al. 2017) using LSVM model 92.00

(Yang et al. 2018) 92.10
(O’Brien et al. 2018) 93.50

FNDNet 98.36

3.2.1 Introduction

In the existing approaches (De Sarkar et al. 2018; Ghosh & Shah 2018; Pérez-Rosas et al. 2017),
many valuable methods presented using traditional learning standards. The fundamental advan-
tage of using a deep learning model over existing classical feature-based approaches was that
it did not require any handwritten features; instead, it identifies the best feature set on its own.
Deep CNN’s powerful learning ability was primarily needed due to complicated feature extrac-
tion that can automatically learn different language representations. In the existing approaches
(Fazil & Abulaish 2018; Roy et al. 2018; Tenney et al. 2019), several inspiring ideas presented
to bring advancements in deep Convolutional Neural Networks (CNN’s) like employing tem-
poral and graph channel level information, depth of architecture, and graph-based multi-path
information processing. The purpose of using a block of layers as a structural unit was also
obtaining notoriety among researchers. The proposed method recommended a BERT-enabled
system (FakeBERT) utilizing the power of the advanced word embedding-BERT. BERT was
employed as a sentence encoder, which ideally got the context representation of a sentence. This
work contrasts with previous research works (De Sarkar et al. 2018) where researchers looked
at a text sequence in a unidirectional way (either left to right or right to left for pre-training).
Many existing and practical methods had been (De Sarkar et al. 2018; Malik et al. 1991) pre-
sented with sequential neural networks to encode the relevant information. However, a deep
neural network with a bidirectional training approach can be an optimal and accurate solution
for detecting fake news. The proposed method improved fake news classification performance
capturing semantic and long-distance dependencies in sentences.
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A classification layer was added on the top of the encoder output to design the proposed ar-
chitecture, multiplying the output vector by the embedding matrix and finally calculating each
vector’s probability with the Softmax function. The model consolidated three parallel blocks of
1D-convolutional neural networks, with BERT having different kernel sizes and filters followed
by a max-pooling layer across each block. With this combination, the documents processed
utilizing different CNN-based systems with varying kernel size (different n-grams), filters, and
several hidden layers. The design of FakeBERT consists of five convolution layers, five max-
pooling layers followed by two densely connected layers and one embedding layer (BERT-
layer) of input. In each layer, several filters have applied to extract the information from the
training dataset. Such a combination of BERT with a one-dimensional deep convolutional neu-
ral network (1d-CNN) helps handle large-scale structure and unstructured text. It effectively ad-
dresses ambiguity, which was the most significant challenge to natural language understanding.
Experiments conducted to validate the outcome of the proposed model. Numerous performance
evaluation parameters (training accuracy, validation accuracy etc.) have been taken into consid-
eration to validate the classification results. Extensive experimentation demonstrated that the
proposed model outperformed compared to the existing benchmarks for classifying fake news.
The performance of our bidirectional pre-trained model (BERT) was illustrated and achieved
an accuracy of 98.90%. The proposed approach produced improved results by 4% comparing
to the baseline approaches and was promising for detecting fake news on real-world datasets.

3.2.2 Experimental setup and methodology

In current section, an overview of the existing word embedding (refer to figure 3.4 for more
details), GloVe word embedding, BERT model, fine-tuning BERT processes, and the selection
of optimal hyperparameters discussed. In this section, numerous experiments and procedures
presented that were utilized to achieve the research objectives along with the results of the
experiments.

BERT

BERT (Devlin et al. 2018) is a advanced pre-trained word embedding technique based on trans-
former encoded architecture (Tenney et al. 2019). BERT as a sentence encoder was employed,
which can accurately obtain the context representation of a sentence. BERT removed the uni-
directional constraint using a mask language model (MLM) (Tenney et al. 2019). It randomly
masked some of the tokens from the input and predicted the original vocabulary id of the masked
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FIGURE 3.4: An Overview of existing word-embedding models

word based only. MLM has increased the capability of BERT to outperforms as compared to
previous embedding methods. In this research, an embedding vector for a sentence was ex-
tracted or a set of words or pooling hidden states’ sequence for the whole input sequence. A
deep bidirectional model was more powerful than a shallow word embedding model. In the ex-
isting research (Devlin et al. 2018), two types of BERT models investigated for context-specific
tasks were:

• BERT Base (refer table 3.17 for more information about parameters setting): Smaller in
size, computationally affordable and not applicable to complex text mining operations.

• BERT Large (refer table 3.18 for more information about parameters setting): Larger,
computationally expensive, and crunches extensive text data to deliver the best results.

Fine-tuning of BERT

Fine-tuning of BERT (Devlin et al. 2018) is a process that enables the model of many down-
stream tasks, irrespective of the text pattern (single text or text pairs). A limited exploration was
available to enhance BERT’s computing power to enhance the classification performance of tar-
get tasks. BERT model uses a self-attention mechanism to unify the word vectors as inputs that
include bidirectional cross attention between two sentences. Mainly, a few fine-tuning strate-
gies need to consider: 1) The first factor is the pre-processing of long text since the maximum
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TABLE 3.17: Parameters for BERT-Base

Parameter Name Value of Parameter
Number of Layers 12

Hidden Size 768
Attention Heads 12

Number of Parameters 110M

TABLE 3.18: Parameters for BERT-Large

Parameter Name Value of Parameter
Number of Layers 24

Hidden Size 1024
Attention Heads 16

Number of Parameters 340M

sequence length of BERT is 512. In this research, the sequence length of 512 was taken. 2) The
second factor is layer selection. The proposed BERT-based approach was designed to consist
of an embedding layer, a 12-layer encoder, and a pooling layer. 3) The third factor was the
over-fitting problem. BERT can be fine-tuned with different learning parameters for different
context-specific tasks (Tenney et al. 2019) (refer table 3.18 for more information).

Deep learning methods for fake news detection

Deep learning models are well-known for achieving better results in a broad spectrum of ar-
tificial intelligence applications (Qi et al. 2018). Current section presented a summary of the
proposed research utilizing deep learning models with their architectures to achieve the per-
formance goal. Experiments conducted using different deep learning-based models (CNN and
LSTM (Greff et al. 2016)) and the proposed model (FakeBERT) with another pre-trained word
embedding (BERT and GloVe):

• Convolutional Neural Network (CNN): In figure 3.5, the proposed designed CNN model’s
computational graph showed. This CNN model truncated, zero-pads, and tokenizes the
fake news article independently and passes each into an embedding layer. In this ar-
chitecture (refer table 3.19 and figure 3.5), first convolution layer holds 128 filters with
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FIGURE 3.5: CNN Model

kernels_size=5, which decreases the input embedding vector from 1000 to 996 after con-
volution process. A max-pooling layer was also present after each convolution layer to
reduce the network’s input vector dimension. Subsequently, a max-pooling layer with
filter_size=5; that further minimizes the embedding vector to 1/5th of 996, i.e. 199. The
second convolution layer holds 128 filters with kernels_size=5, which decreases the input
embedding vector from 199 to 195. Subsequently, this was the max-pooling layer with
filter size 5; that further reduced the input vector to 1/5th of 199, i.e. 39. After three
convolution layers, a flatten layer added to convert 2-D input to 1-D. Subsequently, two
hidden layers having 128 neurons in each one. The CNN’s outputs were passed through
a dense layer with dropout and then passed through a softmax layer to yield a stance
classification. Several trainable parameters showed in table 3.19.

• LSTM model: In this investigation, the LSTM model was implemented with four dense
layers with a batch normalization process to classify fake news. From table 3.20, the
layered architecture was presented of the LSTM model.

The proposed deep learning approach: FakeBERT

The most fundamental advantage of selecting a deep learning model was an automatic fea-
ture extraction capability. With the proposed model, the input was passed in the form of a
tensor. More concrete results were achieved with a deep architecture that consists of hierar-
chical representations of learning. From figure 3.6, the proposed approach’s computational
graph (FakeBERT) showed. In many existing and helpful studies (Cerisara et al. 2018; Zhong
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TABLE 3.19: CNN layered architecture

Layer Input size Output size Param number
Embedding 1000 1000 × 100 25187700

Conv1D 1000 × 100 996 × 128 64128
Maxpool 996 × 128 199 × 128 0
Conv1D 199 × 128 195 × 128 82048
Maxpool 195 × 128 39 × 128 0
Conv1D 39 × 128 35 × 128 82048
Maxpool 35 × 128 1 × 128 0
Flatten 1 × 128 128 0
Dense 128 128 16512
Dense 128 2 258

TABLE 3.20: LSTM layered architecture

Layer Input size Output size Param number
Embedding 1000 × 100 1000 × 100 25187700

Dropout 1000 × 100 1000 × 100 0
Conv1D 1000 × 100 1000 × 32 16032
Maxpool 1000 × 32 500 × 32 0
Conv1D 500 × 32 500 × 64 6208
Maxpool 500 × 64 250 × 64 0
LSTM 250 × 64 100 66000

Batch-Normalization 100 100 400
Dense 100 256 25856
Dense 256 128 32896
Dense 128 64 8256
Dense 64 2 130
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et al. 2019), the problem of fake news examined utilizing a unidirectional pre-trained word em-
bedding model followed by a 1D-convolutional-pooling layer neural network (Seide et al. 2011;
Zhong et al. 2019). In the proposed model, inputs were the vectors generated after the word-
embedding process from BERT. The equal dimensional were given input vectors to all three
convolutional layers present in parallel blocks (Munandar et al. 2018) followed by a pooling
layer in each block. The decision of choosing several convolutional layers, kernels_sizes, no.
of filters, and optimal hyperparameters etc.(Guo et al. 2019; Munandar et al. 2018) to make the
proposed system more accurate was as follows:

• Convolutional layer:. The proposed model used three parallel blocks of 1D-CNN with
one layer in each block and two straight forward layers after the concatenation process
with different kernel sizes and filters.

• Max-pooling layer: The proposed model used five max-pooling layers (three using par-
allel blocks of 1D-CNN and two with straight forward convolutional layers).

• Flatten layer: In between the convolutional layer and the fully connected layer, there
was a Flatten layer. Flattening transforms a two-dimensional matrix of features into a
vector fed into a fully connected neural network classifier.

• Dense layer: A dense layer is considered as a regular layer of neurons in a neural net-
work. In many existing and practical methods (Seide et al. 2011; Vasudevan et al. 2019),
authors primarily used one or two dense layers in their proposed networks to prevent
over-fitting. In the proposed model, two dense layers were taken with a diverse number
of filters.

• Dropout: The dropout to dense layers was applied in the proposed network. Dropout
worked by randomly setting the outgoing edges of hidden units to 0 at each update of the
training phase. The value of dropout was used as 0.2 in the investigations.

• Activation Function:. The equation of ReLU (Li & Yuan 2017; Sibi et al. 2013) can be
written as:

σ = max(0,z) (3.10)

here z =input
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FIGURE 3.6: FakeBERT Model

• Loss Function (L): The cross-entropy goes down as the prediction gets more and more
accurate. It becomes zero if the prediction is perfect. In binary classification, cross-
entropy can be calculated as:

L =−(ylog(p)+(1− y)log(1− p)) (3.11)

Here y - binary indicator (0 or 1), p - predicted probability

The computational graph and layered architecture of the proposed FakeBERT model showed
using table 3.21 and figure 6.5. In this design, the input was divided into three parallel blocks
of 1D-CNN, having 128 filters and one convolutional layer across each block. The first con-
volution layer consists of 128 filters and kernel_size=3, which decreased the input embedding
vector from 1000 to 998; the second layer has 128 filters and kernel_size=4, which reduced the
input vector from 1000 to 997. The third layer has 128 filters and kernel_size=5, which de-
creased the input vector from 1000 to 996. After a particular convolution layer, a max-pooling
layer was also present to decrease the dimension. Subsequently, a max-pooling layer with ker-
nel_size=5 further reduces the vector to 1/5th of 996, i.e. 199. After concatenating the three
above Conv-layers, a convolution layer was applied to have kernel_size=5 including 128 filters.
Subsequently, two hidden layers were having 384 and 128 nodes, respectively. The number
of trainable parameters across each layer was also presented (for more details, refer to column
Param number) in table 3.21. The proposed model was not computationally complex for train-
ing at any real-world fake news dataset. The work was carried using the NVIDIA DGX-1 V100

70



Chapter 3. Improving Fake News Detection with FNDNet and BERT-based deep learning
approach

TABLE 3.21: FakeBERT layered architecture

Layer Input size Output size Param number
Embedding 1000 1000 × 100 25187700

Conv1D 1000 × 100 998 × 128 38528
Conv1D 1000 × 100 997 × 128 51328
Conv1D 1000 × 100 996 × 128 64128
Maxpool 998 × 128 199 × 128 0
Maxpool 997 × 128 199 × 128 0
Maxpool 996 × 128 199 × 128 0

Concatenate 199 × 128, 199 × 128, 199 × 128 597 × 128 0
Conv1D 597 × 128 593 × 128 82048
Maxpool 593 × 128 118 × 128 0
Conv1D 118 × 128 114 × 128 82048
Maxpool 114 × 128 3 × 128 0
Flatten 3 × 128 384 0
Dense 384 128 49280
Dense 128 2 258

machine. The machine was equipped with 40600 CUDA cores, 5120 tensor cores, 128 GB
RAM and 1000 TFLOPS speed.

3.2.3 Experiments

Experiments conducted using deep learning models (CNN and LSTM) and the proposed model
(FakeBERT) using pre-trained word embedding techniques (BERT and GloVe). Performances
were recorded of different classification models and analyzed with the benchmark results.

Dataset description

In this research, extensive experiments were conducted using the real-world fake news dataset
‡. It (refer table 3.25) consists of two files (i) train.csv, and (ii) test.csv: A testing dataset
without the label. It was a collection of fake and real news propagated during the U.S. General
Presidential Election-2016. Table 3.26 showed the class labels’ instances in the respective fake
news dataset.

‡ The dataset can be downloaded from: https://www.kaggle.com
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TABLE 3.22: Optimal Hyperparameters with CNN

Hyperparameter Value
Number of convolution layers 3
Number of max pooling layers 3

Number of dense layers 2
Number of Flatten layers 1

Loss function Categorical cross-entropy
Activation function ReLU

Learning rate 0.001
Optimizer Ada-delta

Number of epochs 10
Batch size 128

TABLE 3.23: Optimal Hyperparameters with LSTM.

Hyperparameter Value
Number of convolution layers 2
Number of max pooling layers 2

Number of dense layers 4
Dropout rate .2

Optimizer Adam
Activation function ReLU

Loss function Binary cross-entropy
Number of epochs 10

Batch size 64
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TABLE 3.24: Optimal Hyperparameters with FakeBERT.

Hyperparameter Value
Number of convolution layers 5
Number of max pooling layers 5

Number of dense layers 2
Number of Flatten layers 1

Dropout rate .2
Optimizer Adadelta

Activation function ReLU
Loss function Categorical cross-entropy

Number of epochs 10
Batch size 128

TABLE 3.25: Attributes in the Fake News dataset

Attribute Number of Instances
ID 20800

title 20242
author 18843

text 20761
label (information about that the news as fake or real) 20800

Hyperparameter setting

Existing deep learning models explicitly defined optimal hyperparameters that examine several
factors such as memory and cost. The optimal selection of best numbers depends on the bal-
anced or imbalanced dataset. From Tables 3.22-3.24, the values of hyperparameters used in the
proposed approach observed.

Evaluation Parameters

To evaluate the performance of FakeBERT, accuracy, cross-entropy loss, FPR (False Positive
Rate), and FNR (False Negative Rate) were considered evaluation matrices.
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TABLE 3.26: Fake News dataset with the class labels

Class label Number of Instances
True 10540
False 10260

TABLE 3.27: Confusion Matrix for MNB with GloVe

Predicted negative Predicted positive
Actual negative 853 (TN) 111 (FP)
Actual positive 73 (FN) 898 (TP)

3.2.4 Results and discussion

The classification outcomes were examined and analyzed with several classifiers utilizing dif-
ferent learning paradigms (optimal hyper-parameters and architectures). Classification results
demonstrated that automatic feature extraction with deep learning models played an essential
role in detecting fake news more accurately. The proposed model (FakeBERT) generated more
accurate results than existing benchmarks with an accuracy of 98.90%.

Classification results using machine learning models

Firstly, numerous experiments were conducted for evaluating the performance of different ma-
chine learning classifiers (Multinomial Naive Bayes (MNB), Random Forest (RF), Decision
Tree (DT), K-nearest neighbor (KNN)) using a real-world fake news dataset. The examination
found that using MNB; we achieved an accuracy of 89.97% with GloVe. Confusion matrices
with machine learning classifiers showed in tables 3.28- 3.30. The decision-tree algorithm also
provided an accuracy of 73.65%. The confusion matrix using the MNB classifier predicts more

TABLE 3.28: Confusion Matrix for KNN with GloVe

Predicted negative Predicted positive
Actual negative 282 (TN) 762 (FP)
Actual positive 200 (FN) 836 (TP)
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TABLE 3.29: Confusion Matrix for DT with GloVe

Predicted negative Predicted positive
Actual negative 631 (TN) 413 (FP)
Actual positive 135 (FN) 901 (TP)

TABLE 3.30: Confusion Matrix for RF with GloVe

Predicted negative Predicted positive
Actual negative 683 (TN) 361 (FP)
Actual positive 234 (FN) 802 (TP)

TABLE 3.31: Confusion Matrix for LSTM with GloVe

Predicted negative Predicted positive
Actual negative 1030 (TN) 8 (FP)
Actual positive 47 (FN) 995 (TP)

TABLE 3.32: Confusion Matrix for CNN with BERT

Predicted negative Predicted positive
Actual negative 1004 (TN) 63 (FP)
Actual positive 90 (FN) 942 (TP)

TABLE 3.33: Confusion Matrix for LSTM with BERT

Predicted negative Predicted positive
Actual negative 1032 (TN) 7 (FP)
Actual positive 44 (FN) 998 (TP)
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TABLE 3.34: Confusion Matrix for FakeBERT with BERT

Predicted negative Predicted positive
Actual negative 1045 (TN) 6 (FP)
Actual positive 17 (FN) 1012 (TP)

FIGURE 3.7: Classification results with GloVe

labels accurately closer to actual labels with the testing dataset (for more details, refer to table
3.27). Machine Learning-based classification results tabulated in table 3.36 and figure 3.37.
The investigation found that accuracy was not up to the mark with real-world fake news dataset.
Further, a bidirectional training model, a more robust feature extractor (Tenney et al. 2019) was
on priority for study. Motivated by this fact, BERT-a bidirectional transformer encoder-based
pre-trained word embedding model was introduced. BERT was a more robust feature extractor
than GloVe and provided effective results for NLP tasks. Experiments conducted using the
BERT-based machine learning approach and achieved improved classification results.

Classification results using deep learning models

To improve the classification results and considering the issues in machine learning approaches,
more further experiments conducted with the deep learning-based models (CNN, LSTM, and
FakeBERT) and recorded the performances with many real-world fake news datasets. A deep
convolutional network was designed with BERT as a word embedding model. The proposed
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FIGURE 3.8: Accuracy and Cross Entropy Loss using CNN

FIGURE 3.9: Accuracy and Cross Entropy Loss using FakeBERT

FIGURE 3.10: Classification results with BERT
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TABLE 3.35: The proposed model vs existing benchmarks with real-world fake news dataset

Authors Accuracy(%)
(Ghanem et al. 2018) 48.80

(Singh et al. 2017) 87.00
(Ahmed et al. 2017) using LR-unigram model 89.00

(Ruchansky et al. 2017) 89.20
(Ahmed et al. 2017) using LSVM model 92.00

(Liu & Wu 2018) 92.10
(O’Brien et al. 2018) 93.50

The Proposed model (FakeBERT) 98.90

TABLE 3.36: Classification results with BERT and GloVe

Word Embedding Model Classification Model Accuracy
(%)

TF-IDF (using unigrams
and bigrams)

Neural Network 94.31

BOW (Bag of words) Neural Network 89.23
Word2Vec Neural Network 75.67
GloVe MNB 89.97
GloVe DT 73.65
GloVe RF 71.34
GloVe KNN 53.75
BERT MNB 91.20
BERT DT 79.25
BERT RF 76.40
BERT KNN 59.10
GloVe CNN 91.50
GloVe LSTM 97.25
BERT CNN 92.70
BERT LSTM 97.55
BERT Our Proposed model (Fake-

BERT)
98.90
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TABLE 3.37: Values of FPR and FNR

Word Embedding Model Classification
Model

FPR FNR

TF-IDF (using unigrams
and bigrams)

Neural Network 0.04684 0.0742

BOW (Bag of words) Neural Network 0.1040 0.0862
Word2Vec Neural Network 0.1320 0.3416
GloVe MNB 0.1151 0.0752
GloVe DT 0.3956 0.1303
GloVe RF 0.3458 0.2259
GloVe KNN 0.7299 0.1931
BERT MNB 0.0985 0.0789
BERT DT 0.1660 0.2429
BERT RF 0.1245 0.3318
BERT KNN 0.4037 0.4110
GloVe CNN 0.0989 0.0776
GloVe LSTM 0.0080 0.0482
BERT CNN 0.0590 0.0872
BERT LSTM 0.0077 0.0451
BERT FakeBERT 0.0160 0.0059
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FIGURE 3.11: Cross Entropy Loss with CNN,LSTM,and FakeBERT

deep learning-based approach built on the top of BERT. In the deep investigation, the GloVe-
based deep approach was found suitable with LSTM and CNN as a classifier; the improved
classification results were found with an accuracy of 92.70% and 97.55% respectively with
ten epochs. The respective confusion matrix showed with the help of table 3.31. Respective
confusion matrices showed with the help of table 3.32 and 3.33. It was found in the investigation
that the BERT approach provided more precise results in fake news classification.
Several experiments conducted with the optimal hyperparameters to validate the designed BERT-
based deep learning model (FakeBERT). The proposed investigation found that the model
achieved more accurate results with an accuracy of 98.90%. A respective confusion matrix
showed with the help of table 3.34. In the proposed approach, the selection of hyperparameters
showed in table 3.24. From figure 3.8, the accuracy and cross-entropy loss of our implemented
CNN model were examined with a real-world fake news dataset. As seen from figure 3.10,
the training loss decayed more quickly with the BERT-based model than the previous word
embedding model (like GloVe, word2Vec etc.) From figure 3.6 and table 3.21, the architec-
ture of our implemented BERT-based model (FakeBERT) was presented. Table 3.36 displayed
the implemented FakeBERT model’s accuracy with 98.90% using the test set. As investigated
above, the pre-trained embedding-based models consistently outperformed with a significant
margin of improvement. The training loss of the BERT approach decayed comparatively fast
and without any inconsistencies. It showed clearly from figure 3.10 that cross-entropy loss re-
duced fast using the FakeBERT model. More accurate results were achieved with the proposed
model than other implemented models with minimal data losses. To validate the recommended
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model’s performance, two more evaluations parameters (FPR and FNR) were considered. Re-
sults tabulated in table 3.37- 3.36. In these results, it was clear that with the proposed model
(FakeBERT), both FPR and FNR were minimal, with a value of 1.60% and 0.59%, respectively.
With other classification models, the values of FPR and FNR were high.
Using bidirectional pre-trained word embedding (BERT) leads to faster training of model and
lower cross-entropy loss. Consistently in the classification tasks, precision and recall improved
pre-trained word embedding was used. Table 3.36 showed the results using both machine
learning and deep learning models. It was demonstrated that the designed model (FakeBERT)
achieved excellent results compared to existing benchmarks or different classification models.
From table 3.35, the proposed method’s comparative analysis comprehended with the existing
classification results using the Kaggle real-world fake news dataset. It was a precise observa-
tion that the highest classification accuracy reported with an accuracy of 93.50%. Table 3.36
demonstrated clearly that the recommended model gave comparatively more correct classifica-
tion results and better performances (testing accuracy, FPR, FNR, Cross-entropy loss). Cross-
Entropy loss was also significantly less using BERT as a training model (more details refer to
figure 3.11). Using our BERT-based in-depth convolutional approach (FakeBERT), an accuracy
of 98.90% was achieved compared to 98.36% with GloVe.

3.3 Summary

In this research, the design and classification performance of the proposed FNDNet and Deep-
FakE presented. Classification results demonstrated that the deep learning model (FNDNet)
provided more correct classification results for predicting fake news with an accuracy of 98.36%.
Different performance evaluation parameters (accuracy, true negative rate, recall, precision etc.)
included validating the classification results. With the proposed model (FNDNet), there were
significantly fewer chances for inaccurate classification, having a very less FPR (0.59%) and a
high TNR (99.41%). The cross-entropy rate was also less with the proposed model. Results
strongly encouraged to use the proposed model in the area of fake news classification. This
research also demonstrated the proposed model’s performance (FakeBERT-a BERT-based in-
depth convolutional approach) for fake news detection. The proposed model combined BERT
and three parallel blocks of 1d-CNN with different kernel-sized convolutional layers with vary-
ing filters for better learning. The proposed model built on top of a bidirectional transformer
encoder-based pre-trained word embedding model (BERT). Classification results demonstrate
that FakeBERT provided more accurate results with an accuracy of 98.90%. The accuracy of
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FakeBERT was better than the existing detection systems with real-world fake news dataset:
Fake-News.
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This chapter, the detection of fake news with DeepFakE and EchoFakeD (the proposed deep
learning approaches), has been presented.

4.1 DeepFakE

This section presented the research work using the proposed model (DeepFakE) for the detec-
tion of fake news.

4.1.1 Introduction

This chapter presented the research work with the proposed model (DeepFakE) for fake news
identification. In this research, the news-user engagement (relation between user-profiles and
the available news articles) was captured and combined with user-community data (information
about the users with having the same perception about a news article) to form a 3-mode (con-
tent, context, and user-community) tensor. A tensor was a multidimensional array that gave a
higher dimensional generalization (Rabanser et al. 2017) of matrices. A coupled matrix-tensor
factorization resulted in an underlying representation of both news content and social context.
Experiments conducted using machine learning as well as deep learning-based models. XG-
Boost and proposed model (DeepFakE) employed for modelling the aforementioned combined
representation for fake news detection. The extra hidden layers enable the composition of fea-
tures from lower layers, potentially modelling the data. A higher number of hidden layers in
the neural network increases weights and help make a higher-order decision boundary. With
more hidden layer, there were more chances to approach the end goal quickly. The proposed
model was designed containing four hidden layers with the selection of optimal hyperparam-
eters. The proposed model (DeepFakE) achieved better results compared to existing methods
with a validation accuracy of 85.86 % with BuzzFeed and 88.64% with the PolitiFact dataset.
The contributions of this research were:

• Modeling a deep neural network (DeepFakE) on both news content and social context to
obtain more accurate results.

• Demonstrating the classification results on a real-world dataset (BuzzFeed & PolitiFact).
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FIGURE 4.1: Proposed Methodology

4.1.2 Experimental setup and methodology

In this section, various experiments and methods presented that were utilized to achieve the
research objectives and the results of the experiments. The methodology adopted for fake news
detection showed in Fig. 4.1.

Mathematical Representations

Scalar is denoted by small letter (e.g. a), matrix is denoted by capital letter (e.g. A) and tensor
is denoted by boldfaced capital letter (e.g. A).

Construction of n-gram count matrix

The n-gram count matrix gives a representation of the textual content of the news article. This
matrix is denoted by N and has dimensions of (n× v), where n is the total number of news
articles, and v denotes the number of words. Every element in the matrix represents the count
of n-gram words in a particular news article.
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Construction of news-user engagement matrix

The matrix represents the user response to a news article in terms of sharing. This matrix is
denoted by U and has dimensions of (n×u), where n is the total number of news articles, and
u denotes the total users on social media. The elements in this matrix represent the number of
times a particular user shared a news article on the social media platform.

Construction of user-community matrix

The user-user relationship given in the dataset exploited to construct the user-community matrix.
Meaningful communities extracted from the user network by the Clauset-Newman-Moore al-
gorithm, which was a computationally resource-efficient algorithm (Clauset et al. 2004). Every
step of this algorithm merges two communities that contributed the most to the global mod-
ularity. The detected communities (Zhang et al. 2016) from the user network thus obtained.
The User-community matrix constructed from these detected communities. C denotes the user-
community matrix. It has dimensions of (u×c), where u was the number of users, and c was the
number of detected communities. It was a binary matrix where only those elements belonging
to a particular community were 1.

Tensor Formation

This research intended to capture the social context-based features present in a news article.
These features obtained by representing a news article in news-user engagement and its propa-
gation with user communities’ help. Thus, following one step further, tensor modelling of the
fake news classification problem was recommended. The latent relation of news articles and
the contextual connection between users was captured. Standard factorization methods (Gupta
et al. 2018) have shown limited effectiveness due to their unsupervised nature. A news article
was presented as a 3-mode tensor (Khatri & Rao 1968) of the structure - news, user, and user
cohort (echo chamber). Thus, a tensor decomposition-based method was proposed to encode
the news article in a latent representation (Rabanser et al. 2017) preserving the user cohort’s
structure to produce effective results. The proposed architecture showed in figure 4.2. A tensor
was formed, as shown in Equation 4.1.

Ti jk =Ui j ∗C jk (4.1)
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The elements in the tensor formed thus depict how a news article propagated in the echo-
chambers. The tensor gave a latent representation of the news article based on its social context.

Mode-i Matricization of tensor

Matricization operation re-orders a tensor into a matrix (Rabanser et al. 2017). A mode-i tensor
T can be represented such that T ∈RI1×I2...×Ii . The mode-i matricization of the tensor T obtained
from Equation (4.2).

Xi ∈ RIi×(∏3
n6=i In) (4.2)

The matrix X1 was mode-1 matricization of the tensor and has dimension n× (u∗ c).

CMTF

The collective data (news content and social context together) was fused by employing Coupled
Matrix-Tensor Factorization (CMTF) (Torlay et al. 2017) as presented in (Acar et al. 2011),
(Chen & Guestrin 2016). This technique solved the optimization objective, as stated in Equation
(4.3).

min
1
2
‖ T− JT1,T2,T3K ‖2

F +
1
2
‖ N− JN1,N2K ‖2

F (4.3)

In the above equation, T was the tensor with news, user and community information. JT1,T2,T3K
represents the Kruskal operation on matrices T1, T2 and T3, such that T1 ∈ RI1×R, T2 ∈ RI2×R and
T3 ∈ RI3×R. These matrices were obtained by factorizing the tensor using the R-component
PARAFAC procedure (Harshman et al. 1970). The matrix N was the news content matrix and
N1 and N2 were the R factor matrices obtained after matrix factorization (Lee & Seung 2001)
of N, where N1 ∈ Rn×R and N2 ∈ Rv×R. Equation (4.3) can be rewritten as shown in Equation
(4.4).

min
1
2

f1 +
1
2

f2 (4.4)

The above optimization problem was solved by computing gradients of the components f1 and
f2 with respect to factors. The computation of gradients showed in Equations (4.5)-(4.7).
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∂ f1

∂Ti
= (Zi − Xi)T−i

i (4.5)

∂ f2

∂N1
=−NN2 +N−1

1 NT
2 N2 (4.6)

∂ f2

∂N2
=−NT N1 +N2NT

1 N1 (4.7)

where,

Z = JT1,T2,T3K (4.8)

Z1 = T1 ( T3 � T2 )
T (4.9)

Z2 = T2 ( T3 � T1 )
T (4.10)

Z3 = T3 ( T2 � T1 )
T (4.11)

T−i = T I� ... T i+1� T i−1� .... �T 1 (4.12)

The symbol� in Equations (4.9-4.12) represented Khatri-Rao product (Khatri & Rao 1968). Xi

in Equation (4.5) was mode-i matricization of tensor T . The final gradient matrix was formed
by the concatenation of vectorized partial derivatives with respect to factor matrices. The final
gradient to be obtained expressed in Equation (4.13).

∇ f =



vec(∂ f1
∂T1

)

vec(∂ f1
∂T2

)

vec(∂ f1
∂T3

)

vec( ∂ f2
∂N1

)

vec( ∂ f2
∂N2

)



(4.13)

Conjugate gradient algorithm used for minimization of objective function. The factor matrices
obtained after optimization are a lower dimensional representation of the tensor which denotes
news, user and community information. The first mode factor obtained after factorization used
as a feature for classification.
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4.1.3 Classification

Experiments were conducted to classify news articles utilizing both the content of news and
social context-based characteristics separately and a combination of both.

• News Content-based Classification: The n-gram count matrix representing only the tex-
tual content of news used for classification.

• Social Context-based Classification: The mode-1 matricized tensor described news inter-
action with users, and it used for classification based on the social context.

• News Content + Social Context-based Classification: The n-gram count matrix concate-
nated with the first mode factor. The resulting matrix used for classification based on
news content and social context.

Machine Learning Approach

Experiments were conducted using a decision tree-based model (XGBoost). The detailed de-
scription of XGBoost described below:

• XGBoost Algorithm:- XGBoost (Chen & Guestrin 2016; Torlay et al. 2017) is a fastest
ensemble model that utilizes the concept of gradient boosting (Chen & Guestrin 2016;
Zhang & Ghorbani 2020). XGBoost and Gradient Boosting Machines (GBM’s) both
can apply to the standard boosting weak learners (such as CART’s (Moreno et al. 2001))
utilizing the gradient descent architecture. XGBoost enhances the base GBM structure
through systems optimization and algorithmic enhancements. XGBoost handles the inef-
ficiency of possible splits during feature selection by looking at the distribution of features
(Patidar, Sharma, et al. 2011) across all data points in a leaf and utilizing it to reduce the
search space of possible feature splits.

Deep Learning Approach:- The Proposed Neural Network (DeepFakE)

In this research, a multi-layer deep neural network was designed (Jain et al. 1996; Zurada 1992)
for identifying fake news. The choices of a number of dense layers, dropout, the selection of
activation function and loss function to make the proposed detection model more efficient and
deep optimized were as follows:
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FIGURE 4.2: Architecture of DeepFakE

TABLE 4.1: Layered Architecture of the proposed Deep Neural Network-based model (Deep-
FakE)

Layer (type) Input size Output size
Dense 1503 128

Dropout 128 128
Dense 128 128

Dropout 128 128
Dense 128 32

Dropout 32 32
Dense 32 2
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• Dense layer: In this research, a deep neural network (DNN) with four hidden layers
designed. This network took the obtained features as input and classified the test samples
into either one of the categories: fake or real. The addition of hidden layers in the neural
network helped to improve the model, but only up to a certain point. Further expansion
of layers can harm the model’s performance (it depends on the problem’s complexity).
Researchers (Chen et al. 2014; Patidar, Sharma, et al. 2011; Wang et al. 2018; Zhong
et al. 2019) have primarily used one or two dense layers before the final softmax layer.
With the proposed deep approach, four dense layers were taken with hyperparameters
optimization.

• Dropout: Dropout as a regularization technique (Srivastava et al. 2014; Wager et al. 2013;
Wu & Gu 2015) which aims to reduce the complexity of any model with the end goal of
preventing over-fitting (Vasudevan et al. 2019). The application of dropout at each layer
of the network showed promising results. One can understand the dropout concept with
an example; the dropout rate is set to 10%, meaning one in 10 inputs will be randomly
excluded from each update cycle. In this research, the value of dropout was taken as 0.2.

• Activation Function: ReLU (Rectified Linear Unit) was selected as activation function
(Li & Yuan 2017). It was the most commonly used activation function in Deep Learning
due to efficient results. It was computationally efficient than sigmoid or Tanh and solved
the vanishing gradient problem. The equation of ReLU can be written as:

σ = max(0,z) (4.14)

• Loss Function (L): Cross-entropy loss estimates the model’s performance, whose output
lies with a probability value between 0 and 1. In binary classification, cross-entropy can
be calculated as:

L =−(ylog(p)+(1− y)log(1− p)) (4.15)

If M>2 (i.e. multi-class classification), a separate loss for each class label is calculated
label per observation and sum the result.

−
M

∑
c=1

yo,clog(po,c) (4.16)

Here, M - the number of classes
log - the natural log
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TABLE 4.2: Description of FakeNewsNet Dataset

News
Source

Number of News
Articles

Number of Fake
News Articles Number of Users

BuzzFeed 182 91 15257
PolitiFact 240 120 23865

y - binary indicator (0 or 1), c-class, o-observation
p - predicted probability

In figure 4.2 and table 4.1, the layered architecture of the proposed multi-layer-based DNN
model (DeepFakE) showed. In this network, a total of 1503 input nodes and four hidden layers
were considered. The first hidden layer has 128 nodes and a dropout of 0.2. The second layer
also has 128 hidden nodes with no dropout. The third layer has 128 hidden nodes and a dropout
of 0.2. The fourth layer has 32 hidden nodes and a dropout of 0.2. The final output layer has two
nodes and an activation function as SoftMax. The experiments carried out using the NVIDIA
DGX-1 V100 machine. The machine equipped with 40,600 CUDA cores, 5,120 tensor cores,
128 GB RAM and 1,000 TFLOPS speed.

4.1.4 Experimental results

Dataset

The proposed method examined on BuzzFeed and PolitiFact dataset from the FakeNewsNet
Dataset †. The dataset contains the following information:

• Real and fake news content: Contains news articles with attributes such as news id, title,
text, URL, authors and source.

• News and user engagement: Specifies the number of times a user has shared a news
article.

• User-user relationship: Specifies the user network on social media.

A brief description of FakeNewsNet dataset has given in Table 4.2.

† The dataset can be downloaded from https://www.kaggle.com/mdepak/fakenewsnet
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TABLE 4.3: Hyperparameters for the proposed Deep Neural Network-based model

Hyperparameter Description or Value
No. of Dense layers 4
No. of Hidden nodes 128,128,32,2

Dropout rate 0.2
Activation function ReLU

Loss function Binary cross-entropy
Output layer Softmax

Number of epochs 20
Batch-size 32

Learning rate 0.1
Optimizer Adam

TABLE 4.4: Dimensions of features

Features Dimensions
n-gram count matrix (N) (182 x 1500)
News-user engagement
matrix (U) (182 x 15257)

User-community matrix (C) (15257 x 81)
Tensor T (182 x 15257 x 81)

Mode-1 matricized tensor (X1) (182 x (15257x81))
Combined content + context
matrix (182 x 1503)

Hyperparameter settings ( refer table 4.3 for more details)

• Feature Extraction:
Sklearn library in Python used to construct the n-gram count matrix. The number of
words in the vocabulary was limited to 1500. The number of communities obtained after
the Clauset-Newman-Moore algorithm is 81. Table 4.2 showed that the number of news
articles was 182, and the total number of users was 15257 for the BuzzFeed dataset.
The number of news articles was 240, and the total number of users was 23865 for the
PolitiFact dataset. The dimensions of all the matrices used as features for the classification
task have given in Table 4.4.

• Deep Neural Network:
The DNN with four layers with 128, 128, 32 and 2 hidden nodes respectively designed.
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TABLE 4.5: Comparison benchmark results using FakeNewsNet Dataset (BuzzFeed)

Authors Precision (%) Recall (%) F1-Score(%)
(Castillo et al. 2011) 73.50 78.30 75.60

RST - (Castillo et al. 2011) 79.50 78.40 78.90
CITDetect- (Gupta et al. 2018) 65.70 100.00 79.20

CIMTDetect- (Gupta et al. 2018) 72.90 92.30 81.30
CLASS-CP- (Papanastasiou et al. 2019) 85.20 83.00 83.50

DeepFakE-the proposed model 83.33 86.96 85.11

TABLE 4.6: Comparison benchmark results using FakeNewsNet Dataset (PolitiFact)

Authors Precision (%) Recall (%) F1-Score(%)
(Castillo et al. 2011) 77.70 79.10 78.30

RST - (Castillo et al. 2011) 82.30 79.20 79.30
CITDetect- (Gupta et al. 2018) 67.90 97.50 79.10

CIMTDetect- (Gupta et al. 2018) 80.30 84.20 81.80
DeepFakE-the proposed model 82.10 84.60 84.04

ReLU with α= 0.1 used as activation function. The weights initialized from a normal dis-
tribution presented in (He et al. 2015). Adam optimizer used for optimizing the designed
DNN. DNN has trained for 20 epochs. The dropout regularization method employed to
avoid over-fitting.

Performance Parameters

To assess the proposed model’s performance, precision, recall, F1-Score, confusion matrices,
and validation accuracy were used as evaluation matrices.

4.1.5 Experiments

The following approaches implemented for fake news detection:

• News content + XGBoost classifier (Natekin & Knoll 2013): In the proposed approach,
the input feature matrix was the n-gram count matrix N. This matrix represented only the
textual content of the news article.

• Social context + XGBoost classifier: The features for this approach were only social
context-based. The matrix (X1) was obtained after the mode-1 matricization of the tensor,
which used as an input feature matrix.
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TABLE 4.7: Confusion matrix for news content-based classification using XGBoost classifier
(BuzzFeed)

Predicted negative Predicted positive
Actual negative 19 (TN) 8 (FP)
Actual positive 8 (FN) 20 (TP)

TABLE 4.8: Confusion matrix for social context-based classification using XGBoost classifier
(BuzzFeed)

Predicted negative Predicted positive
Actual negative 26 (TN) 2 (FP)
Actual positive 7 (FN) 20 (TP)

• News content and social context + XGBoost Classifier: This was a combined approach
using content and context information. The input feature matrix obtained after concate-
nating the n-gram count matrix with the mode-1 factor matrix after coupled matrix-tensor
factorization.

• News content + social context + DNN: The combined news content and social context
features used for classification using DNN. The results of all these approaches compared.

Results

The classification results tabulated in Tables 4.11 & 4.12. Precision, recall, F1-Score, and
accuracy calculated from the confusion matrix and used to evaluate classification results. Table
4.6 showed that combining news content and social context-based features gives better results
by employing DNN compared to other approaches. The performance of XGBoost classifier
summarized with a confusion matrix. The elements of the matrix gave the count of correct and
incorrect classifications. The confusion matrices for the machine learning and the proposed
approach showed in tables 4.7-4.10.

TABLE 4.9: Confusion matrix for news content and social context-based classification using
XGBoost classifier (BuzzFeed)

Predicted negative Predicted positive
Actual negative 19 (TN) 8 (FP)
Actual positive 8 (FN) 20 (TP)
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TABLE 4.10: Confusion matrix for news content and social context-based classification using
DeepFakE (BuzzFeed)

Predicted negative Predicted positive
Actual negative 19 (TN) 4 (FP)
Actual positive 3 (FN) 20 (TP)

TABLE 4.11: Classification Results using BuzzFeed

Approach Precision Recall F1-Score Validation Accuracy
News Content
+ XGBoost 0.714 0.714 0.714 0.709

Social Context
+ XGBoost 0.74 0.909 0.815 0.836

News Content
and Social Context
+ XGBoost

0.714 0.714 0.714 0.709

News Content
and Social Context
+ DNN (DeepFakE)

0.8333 0.8696 0.8511 0.8649

TABLE 4.12: Classification Results using PolitiFact

Approach Precision Recall F1-Score Validation Accuracy
News Content
+ XGBoost 0.7454 0.7720 0.7437 0.7880

Social Context
+ XGBoost 0.7868 0.9135 0.815 0.8454

News Content
and Social Context
+ XGBoost

0.8034 0.9520 0.8714 0.8670

News Content
and Social Context
+ DNN (DeepFakE)

0.8210 0.8460 0.8404 0.8864
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FIGURE 4.3: DNN accuracy and Cross-entropy loss curves for combined content and context-
based classification

Classification only news content and combined news content with social context-based data
with XGBoost classifier classified the news articles misclassified in a large. The confusion
matrices observed that social context-based classification performs the best among all three
approaches using machine learning. The DNN accuracy and cross-entropy loss with training
accuracy versus the number of epochs revealed that combining news content and social context
showed in figures 4.3 & 4.4. The curves that the model learned well and did not over-fit the
training data observed.
The proposed method outperformed existing fake news detection methods. It considered the tex-
tual attributes of news articles and news articles’ interaction with users on social media. A news
article’s social context was a latent feature extracted from the tensor representing news-user
engagement and user-user relationship. The features obtained after the factorization method
capturing the news, user, and community inter-dependencies and thus represent the news arti-
cle.
From tables 4.11 & 4.12, the value of different performance parameters showed. With the
proposed model, the precision value was 0.8333 and 0.8210, respectively, with BuzzFeed and
PolitiFact dataset. High precision relates to the low false-positive rate. The proposed model
achieved 0.8333 precision with the BuzzFeed dataset, which showed better results. The value
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FIGURE 4.4: DNN accuracy and Cross-entropy loss curves for combined content and context-
based classification

of recalls was 0.8696 and 0.8460, respectively, using both datasets. The recall value was above
0.50, which showed better results in terms of F1-Score, which takes both false positives and
false negatives into account. Using the proposed model, the value of F1-Score was 0.8511 and
0.8404, respectively, with BuzzFeed and PolitiFact dataset. The values of F1-Score was higher
means better classification results. With the proposed model, a training accuracy of 0.9904 and
0.9931 achieved and a validation accuracy of 0.8649 and 0.8864 achieved using the BuzzFeed
and PolitiFact dataset. More accurate results were achieved utilizing both news content and so-
cial context-based features. The proposed DNN further improved the classification performance
compared to existing traditional methods. From tables, 4.5 & 4.6, the performance of the ex-
isting benchmark models was shown with the proposed model using the context-related fake
news dataset. Results demonstrated the proposed method’s superior performance (DeepFakE)
for fake news detection compared to other existing benchmarks.
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4.2 EchoFakeD

This section presented the research work using the proposed model (EchoFakeD) for fake news
identification combining content, context, and user-communities.

4.2.1 Introduction

This research presented the work with an effective deep learning model utilizing content and
context-related features. In one of the present study, Gupta et al. (Gupta et al. 2018) investi-
gated the problem of fake news with the user and community-level information using the tensor
factorization approach. In their process, two methods (CITDetect and CIMTDetect) proposed
using both content and user-community information as a combination. They experimented
with a traditional machine learning classifier (SVM) and achieved an accuracy of 81.30% and
81.80%, respectively, with both real-world fake new datasets: BuzzFeed and PolitiFact. In their
method, information about the dimensional features was vague. Deep learning techniques are
capable of learning more abstract representation of data as the network grown deeper; thus, the
model automatically extracts features and yields higher accuracy results. Keeping these points
in mind, the proposed model was one step ahead of the existing approach. In this process, for
textual modality and effective detection, we performed extensive feature set-based studies to
classify fake news. In this research, the user’s engagement with the news articles is captured
and fused with user-community interaction to form a 3-mode tensor (content, social context, and
user-community information). This tensor handled multi-relational data (Rabanser et al. 2017)
and provided a higher dimensional generalization of matrices. Tensor factorization decomposes
the higher-order tensor into low-rank tensors. The resulting low-rank tensors (Gupta et al. 2018;
Rabanser et al. 2017) captured the complex relations between the objects representing the help
of models of the tensor. We achieved the dimension of a combined matrix (content-context
information) is 182x1503, in which many news stories were 182, and the size of the input word
embedding was 1503. Standard factorization methods (Hosseinimotlagh & Papalexakis 2018)
showed limited effectiveness due to their unsupervised environment. In the coupled matrix-
tensor factorization method (also known as CP-decomposition), we utilized the standard factor-
ization method to decompose the matrix. In labelled data, the class information could help the
factorization process identify fake news better. Then, the proposed network used for modelling
this combined representation of fake news information. A thin deep network (Hosseinimotlagh
& Papalexakis 2018; Paisitkriangkrai et al. 2015; Zagoruyko & Komodakis 2015) with two
or three hidden layers outperformed all traditional methods by a significant margin (2-4%) on
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handcrafted features. The architecture worked fine on both small and large datasets and re-
duced classification error. Deep neural networks eliminated feature engineering and handled
high dimensional datasets with millions of parameters that pass through non-linear function.
Therefore, five dense layers to make our model deep in nature were considered. After increas-
ing more hidden layers with the proposed neural network, it was likely to over-fit the model
and, in turn, depreciate accuracy on the test data. Using user community-based features with
news content as a large dimensional tensor, the optimal results were achieved with a neural
network having five hidden layers. The proposed deep learning model (EchoFakeD) employed
content and context-based information to validate the classification results. The designed model
outperformed as compared to the existing baselines and obtained an accuracy of 92.30%. The
main contributions of this research were:

• Presented extensive feature set-based studies for the classification of fake news

• Designed an efficient Deep Neural Network consolidating the content level features of
news articles with user’s social engagement (Echo-chamber infused) to produce signifi-
cant results

• Implemented a tensor factorization-based approach with content as well as context-based
information.

• Utilized an Echo-chamber infused 3-mode Tensor for higher-dimensional generalization

4.2.2 Experimental setup and methodology

In this section, various experiments and techniques presented that were utilized to achieve the
research objectives and the results of the experiments. The complete methodology adopted
in our research presented in details. The designed method with tensor factorization approach
displayed in Fig. 4.5.

Mathematical Representations

In this research, scalar is represented by (e.g. a), matrix is represented by (e.g. A) and tensor is
represented by boldfaced capital letter (e.g. A).
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Construction of count matrix using textual content

The matrix is represented by N having the dimensions of (n×v), where n is the total number of
news articles and v is the number of words. This matrix is used to count the sequences of words
in a news article.

Construction of news-user engagement matrix

In this matrix, the response of the user to a particular news article has been shown. The matrix
is denoted by U having the dimensions of (n×u), where n is the total number of news articles
and u is the number of users. This matrix is used to represent the counting of news articles
shared by any particular user on social media.

Development of user-community matrix

A heuristic method for community detection in large scale networks reported by Blondel et al.
(Blondel et al. 2008), which employed an agglomeration multi-step process during its execution.
Wakita et al. (Wakita & Tsurumi 2007) also discussed community detection for small networks.
In this research, the user-user relationship considered in the available information to build the
user-community matrix. The method suggested by Clauset et al. (Clauset et al. 2004) used for
the fast identification of communities. This algorithm was computationally resource-efficient
and designed for large and complex networks. It associated each node of the network with a
community. The proposed algorithms’ computational complexity analyzed without compromis-
ing the model’s performance. In this algorithm, the main step was combining two communities
that mainly contribute to global modularity. Clauset et al. proposed a matrix M to store a
modularity gain (Clauset et al. 2004) by the union of two communities Ca and Cb when the
communities (Wakita & Tsurumi 2007) were connected. The elements Mab of Matrix M were
initialized by equation 4.18. Here d was an element that stores the sum of degrees of the modes
in a network that belongs to a particular community (refer equation 4.17). The User-community
matrix represented C having the dimensions of (u× c), where u was the number of users, and
c as the number of detected communities. According to Clauset, the matrix M for each union
was updated until we got no more modularity gain. Clauset also defined the rules for updating
(refer equation 4.19) the whole matrix M concerning connected communities combined with
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FIGURE 4.5: Tensor Decomposition Approach

other communities.

Mab =

{
1

2m −
dadb
(2m)2 , i f Ca and Cb are connected

0, otherwise
(4.17)

Degree o f vertex a = da = ∑
i

ki, viε Ca (4.18)

M
′

ac =


Mac +Mbc, i f Cc is connected to Ca and Cb

Mbc −2 da
(2m)

dc
(2m) , i f Cc is connected to Cb but not to Ca

Mac −2 db
(2m)

dc
(2m) , i f Cc is connected to Ca but not to Cb

 (4.19)

Here, m = number of edges in the network, k=degree vector, v=a vertex in the network, d=a
vector which stores the sum of degree of nodes

Formation of tensor

A tensor formed as shown in Equation (4.20). The representation of a 3-mode tensor showed in
figure 4.5 which consists of a combination of different feature matrices.

Ti jk =Ui j ∗C jk (4.20)
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Re-ordering of tensor using matricization

A tensor can be re-ordered into a matrix using matricization operation (Rabanser et al. 2017).
We can represent a mode-i tensor T such that T ∈ RI1×I2...×Ii . The mode-i matricization of the
tensor T represented by Equation (4.21).

Xi ∈ RIi×(∏3
n6=i In) (4.21)

Here, the matrix X1 represents mode-1 matricization having dimension n× (u ∗ c). Here, i is
defined in the range of [1,3].

A Coupled Matrix-Tensor factorization approach

The combination of both news content and social context fused by employing Coupled Matrix-
Tensor Factorization (CMTF) method (Acar et al. 2011; Gupta et al. 2018). This approach
solved the optimization, as stated in Equation (4.22).

min
1
2
‖ T− [[T1,T2,T3]] ‖2

F +
1
2
‖ N− [[N1,N2]] ‖2

F (4.22)

In the equation (4.22), T was the 3-mode tensor (news, user and community). [[T1,T2,T3]]

represented the Kruskal operation on matrices T1, T2 and T3, such that T1 ∈ RI1×R, T2 ∈ RI2×R

and T3 ∈RI3×R. These matrices can be obtained by factorizing the tensor using the R-component
PARAFAC procedure (Harshman et al. 1970). In the equation, N denotes the news content
matrix and N1 and N2 are the R-factor matrices obtained after non-negative matrix factorization
(Lee & Seung 2001) of N, where N1 ∈ Rn×R and N2 ∈ Rv×R. Equation (4.22) can be re-written
as Equation (4.23).

min
1
2

f1 +
1
2

f2 (4.23)

Optimization problem can be solved by computing gradients of the components f1 and f2 with
respect to factors and shown with the help of Equations (4.24)-(4.26).

∂ f1

∂Ti
= (Zi − Xi)T−i

i (4.24)

∂ f2

∂N1
=−NN2 +N−1

1 NT
2 N2 (4.25)

∂ f2

∂N2
=−NT N1 +N2NT

1 N1 (4.26)
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where,

Z = [[T1,T2,T3]] (4.27)

Z1 = T1 ( T3 � T2 )
T (4.28)

Z2 = T2 ( T3 � T1 )
T (4.29)

Z3 = T3 ( T2 � T1 )
T (4.30)

T−i = T I� ... T i+1� T i−1� .... �T 1 (4.31)

The symbol � in Equations (4.28-4.31) represented Khatri-Rao product (Khatri & Rao 1968).
The final gradient matrix can be obtained by the concatenation of vectorized partial derivatives
with respect to factor matrices as expressed in Equation (4.32).

∇ f =



vec(∂ f1
∂T1

)

vec(∂ f1
∂T2

)

vec(∂ f1
∂T3

)

vec( ∂ f2
∂N1

)

vec( ∂ f2
∂N2

)



(4.32)

Apart from traditional models (Chen & Guestrin 2016; Natekin & Knoll 2013; Torlay et al. 2017)
for fake news detection, the proposed neural network was discussed in this section.

EchoFakeD: The proposed Deep Neural Network

This research presented a deep neural network with numerous filters across each layer with
some dropout. Five dense layers to make the proposed model more effective and deep were
considered. The selection of activation function, loss function, and dropout, which make the
proposed model efficient, summarized below:

• Dense layer: A dense layer is just a regular layer of neurons in a neural network (Va-
sudevan et al. 2019; Zhong et al. 2019). The proposed approach took five dense layers to
make the model deep in nature to select optimal hyperparameters.
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• Dropout: In this research, the dropout at each layer of the network was applied. This
functionality showed promising results. Experiments were conducted with the value of
dropout to be 0.2.

• Activation Function: In the proposed deep learning model, ReLU (Rectified Linear
Unit) (Li & Yuan 2017) as the activation function was selected. ReLU significantly
accelerates the convergence of stochastic gradient descent compared to other activation
functions (Li & Yuan 2017). The equation of ReLU can be defined as:

σ = max(0,z) (4.33)

• Loss Function (L): Cross-Entropy is widely used as a loss function for binary classi-
fication problems. The cross-entropy goes down as the prediction gets more and more
accurate. It becomes zero if the prediction is perfect. Cross-entropy loss (M=2) can be
defined as:

L =−(ylog(p)+(1− y)log(1− p)) (4.34)

If M>2 (i.e. multi-class classification), a separate loss for each class can be calculated as
the sum of the result

−
M

∑
c=1

yo,clog(po,c) (4.35)

Here, M - number of classes, c- a class, log - the natural logarithmic function , y - binary
indicator (0 or 1), o- an observation, p - predicted probability.

In figure 4.6 and table 4.13, the layered architecture of the proposed deep neural network
(EchoFakeD) showed. In this network, the input was based on word-embedding vectors with
1503 nodes. A neural network consists of five dense layers was designed. The first dense layer
contains 128 hidden nodes with a dropout of 0.2. The second dense layer contains 128 hidden
nodes without dropout. The third dense layer contains 2048 hidden nodes with a dropout of
0.2. The fourth dense layer contains 32 hidden nodes with a dropout of 0.2. The fifth dense
layer contains 32 hidden nodes with a dropout of 0.2. The final layer has two nodes with an
activation function as SoftMax. The research work carried using the NVIDIA DGX v100 ma-
chine, equipped with 40600 CUDA cores, 5120 tensor cores, 128 GB RAM , and 1000 TFLOPS
speed.
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TABLE 4.13: Layered Architecture of the proposed network-EchoFakeD

Layer Input (Number of filters) Output (Number of filters)
Dense layer 1503 128

Dropout layer 128 128
Dense layer 128 128
Dense layer 128 2048

Dropout layer 2048 2048
Dense layer 2048 32

Dropout layer 32 32
Dense layer 32 2

FIGURE 4.6: Architecture of the proposed network-EchoFakeD
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4.2.3 Methodology and results

Bench-marking the performance of the designed method, several classifications approach were
investigated. These detection methods were based on utilizing the textual news content, user-
context, and user-based relations present in the news.

• Dataset:-

Experiments were conducted to verify the performance of the recommended model using
the fake news dataset: PolitiFact and BuzzFeed from the FakeNewsNet ‡. The number of
news articles and users in the dataset tabulated in table 4.14 for PolitiFact and BuzzFeed.
A total of 145 news articles were taken for training and 37 for testing the model (80:20
ratio). The performance of the proposed model was validated using 37 fake news articles.
The valuable information in the dataset as follows:

– News content: Having the attributes as news-id, URL, title, text, authors, and news
source.

– News-User engagement: It contains the information that how many times a user on
social media has shared a news article.

– User-User engagement: It contains the relationships between the users.

• Feature Extraction and Hyperparameter Setting

– Feature Extraction: In this research, news content, context, and user-community-
based features were considered for fake news classification. The Sklearn library
used to construct the features matrices. The dimensions of all the matrices (used as
input features) showed in table 4.16. A total of 81 communities (featured as Echo
chamber) were extracted using the Clauset-Newman-Moore algorithm. (Clauset et
al. 2004).

– Hyperparameter Setting: Hyperparameter (Djidjev 2006; He et al. 2015; MacKay 1999)
can be defined as significant elements or variables that are needed during the entire
classification process (training and testing the model). In the proposed approach (for
more details, refer to table 4.15), hyperparameters were selected before training and
optimizing the weights and bias.

‡ https://www.kaggle.com/mdepak/fakenewsnet
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• Performance Parameters:-

To validate the proposed model’s performance, different performance parameters consid-
ered: precision, recall, accuracy, and confusion matrix as evaluation matrices.

• Experiments:-

To classify the combination of both news content and its social context information, a
tensor-based factorization method deployed. The order of classification tasks performed
in this research as follows:

– EchoFakeD (the proposed Deep Neural Network) with news content: For the exper-
iment, the input feature matrix was the count matrix N.

– EchoFakeD with social context: For an experiment, social context-based has used.
Matrix (X1) obtained after mode-1 matricization operated as an input feature.

– EchoFakeD with content and social context of news articles: For an experiment,
both news content and social context-based features were used for classification.
The proposed model obtained satisfactory results with a combination of different
features.

• Experimental Results:-

Experiments carried out using the proposed deep learning classifier (EchoFakeD) with
different learning paradigms. From figure 4.6, the layered architecture of the proposed
model is shown. In this research, a real-world fake news dataset (FakeNewsNet) used for
classification.

Further, experiments were conducted with the proposed model using both contents and
news articles’ social context. Tables 4.19 and 4.22 showed that the combination of fea-
tures gives more accurate results by employing a deep neural network. Respective con-
fusion matrices for the deep learning approaches showed with tables 4.17-4.22. The ele-
ments of confusion matrices gave the number of correct and incorrect classifications. The
proposed model provided better performance than existing benchmarks employing tensor
factorization method.

To validate the achievement of the designed model with the existing methods, several
performance parameters (precision, F1-Score, recall etc.) were considered. Complete
classification results (using PolitiFact and BuzzFeed dataset) tabulated in tables 4.23 and
4.25. In table 4.25, the results using different combinations (news content, social context,
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TABLE 4.14: FakeNewsNet Dataset

News Source News Articles Fake News Articles Number of Users
BuzzFeed 182 91 15257
PolitiFact 240 120 23865

and content+context) presented with the proposed approach. The recommended model
obtained an accuracy of 86.84% and 89.19%, respectively, among the content and so-
cial context-based methods. Combining social-context and news-content features, the
proposed model achieved a marginal improvement over the baseline methods with an ac-
curacy of 92.30%. With these results, the effectiveness of social context-based features
were recommended for fake news classification.

In this research, considering all classifiers’ performance, a validation accuracy of 92.30%
was achieved with the PolitiFact dataset with the proposed deep architecture. From fig-
ures 4.7 and 4.8, the classification results with the proposed deep neural network are
shown, the validation accuracy was high, and cross-entropy loss was minimum using both
real-world fake news dataset. The proposed model achieved accuracy with 91.80% using
the BuzzFeed dataset (refer to figure 4.8). To validate the performance of the proposed
model, more performance parameters included (False Positive Rate (FPR) and False Neg-
ative Rate (FNR)). The false-positive rate was 9.52%, and the false-negative rate was
13.64% with the proposed model using the BuzzFeed dataset (refer to table 4.24 for more
details). The false-negative rate is 13.04%, and the false-negative rate was 9.52% with the
proposed model using the PolitiFact dataset (refer to table 4.26 for more details). Results
motivated the researchers to use the proposed method-EchoFakeD to classify fake news
in their research.

4.2.4 Comparison with existing classification methods

From tables 4.27 and 4.28, a comparison between existing classification benchmarks with the
proposed model (EchoFakeD) showed. Table 4.27 showed the classification results with Buz-
zFeed dataset, and table 4.28 showed the classification results with PolitiFact dataset. The FPR
and FNR were also less with the proposed model. Existing studies primarily focused on the
news content-based analysis. The problem of fake news has investigated the content-based
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TABLE 4.15: Hyperparameters for EchoFakeD

Hyperparameter Value
Number of dense layers 5
Number of hidden nodes 128,128,32,2

Activation function ReLU
Loss function Binary cross-entropy

Optimizer Adam
Dropout 0.2

Learning rate 0.1
Number of epochs 20

Batch-size 64

TABLE 4.16: Dimensionality of Feature Matrices

Matrix Dimension
News-user engagement matrix (U) (182 x 15257)

Count matrix (N) (182 x 1500)
User-community matrix (C) (15257 x 81)

Tensor (T) (182 x (15257 x 81)
Mode-1 tensor (X1) (182 x (15257 x 81))

Input Matrix (content + context) (182 x 1503)

TABLE 4.17: Confusion matrix for news content-based classification with EchoFakeD (Buz-
zFeed)

Predicted Positive Predicted Negative
Actual Positive 17 (TP) 4 (FN)
Actual Negative 3 (FP) 16 (TN)

TABLE 4.18: Confusion matrix for social context-based classification with EchoFakeD (Buz-
zFeed)

Predicted Positive Predicted Negative
Actual Positive 18 (TP) 3 (FN)
Actual Negative 2 (FP) 16 (TN)
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TABLE 4.19: Confusion matrix for news content + social context-based classification with
EchoFakeD (BuzzFeed)

Predicted Positive Predicted Negative
Actual Positive 19 (TP) 3 (FN)
Actual Negative 2 (FP) 19 (TN)

TABLE 4.20: Confusion matrix for news content-based classification with EchoFakeD (Poiti-
Fact)

Predicted Positive Predicted Negative
Actual Positive 17 (TP) 3 (FN)
Actual Negative 2 (FP) 16 (TN)

TABLE 4.21: Confusion matrix for social context-based classification with EchoFakeD (Poiti-
Fact)

Predicted Positive Predicted Negative
Actual Positive 17 (TP) 2 (FN)
Actual Negative 2 (FP) 16 (TN)

TABLE 4.22: Confusion matrix using content and context-based features with EchoFakeD
(PoitiFact)

Predicted Positive Predicted Negative
Actual Positive 19 (TP) 2 (FN)
Actual Negative 3 (FP) 20 (TN)

TABLE 4.23: Classification results with BuzzFeed

Approach Precision Recall F1-Score Accuracy
EchoFakeD with News Content 0.8500 0.8095 0.8293 0.8250
EchoFakeD with Social Context 0.8571 0.9000 0.8780 0.8718

EchoFakeD with Content+Context 0.9047 0.8636 0.8837 0.9180
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TABLE 4.24: FPR and FNR using BuzzFeed

Approach FPR FNR
EchoFakeD with News Content 0.1579 0.1905
EchoFakeD with Social Context 0.1111 0.1429

EchoFakeD with Content+Context 0.0952 0.1364

TABLE 4.25: Classification results with PolitiFact

Approach Precision Recall F1-Score Accuracy
EchoFakeD with News Content 0.8500 0.8947 0.8718 0.8684
EchoFakeD with Social Context 0.8947 0.8947 0.8947 0.8919

EchoFakeD with Content+Context 0.8636 0.9048 0.8837 0.9230

TABLE 4.26: FPR and FNR using PolitiFact

Approach FPR FNR
EchoFakeD with News Content 0.1111 0.1500
EchoFakeD with Social Context 0.1111 0.1053

EchoFakeD with Content+Context 0.1304 0.0952

FIGURE 4.7: Classification accuracy and Cross-entropy Loss with EchoFakeD using BuzzFeed
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TABLE 4.27: Comparison with existing benchmarks with BuzzFeed

Authors Precision(%) Recall(%) F1-Score(%)
(Castillo et al. 2011) 73.50 78.30 75.60

(Castillo et al. 2011)-RST 79.50 78.40 78.90
(Gupta et al. 2018)-CITDetect 65.70 100.00 79.20

(Gupta et al. 2018)-CIMTDetect 72.90 92.30 81.30
(Papanastasiou et al. 2019)(CLASS-CP) 85.20 83.00 83.50

(Zhou & Zafarani 2018) 84.90 85.20 84.20
(Kaliyar et al. 2020a) (DNN-with echo chamber) 83.33 86.96 85.11

Proposed model-EchoFakeD 90.47 86.36 88.37

TABLE 4.28: Comparison with existing benchmarks using PolitiFact

Authors Precision(%) Recall(%) F1-Score(%)
(Castillo et al. 2011) 77.70 79.10 78.30

(Castillo et al. 2011) -RST 82.30 79.20 79.30
(Gupta et al. 2018) -CITDetect 67.90 97.50 79.10

(Gupta et al. 2018)-CIMTDetect 80.30 84.20 81.80
(Papanastasiou et al. 2019)(CLASS-CP) 87.20 82.10 84.30

(Kaliyar et al. 2020a) (DNN-with echo chamber) 82.10 84.60 84.04
Proposed model-EchoFakeD 86.36 90.48 88.37

FIGURE 4.8: Classification Accuracy and Cross Entropy Loss with EchoFakeD using PolitiFact
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attributes and the relationship between news articles and social media users. The proposed ap-
proach was one step ahead of the existing one. The proposed approach investigated the problem
of fake news with an efficient deep neural network using the feature-vectors receiving from cou-
pled matrix-tensor factorization method as a 3-mode tensor. In this approach, a tensor created
using news articles’ social context with several existing network communities. This method im-
proved the performance of fake news classification compared to the existing methods. Results
further motivated the researchers to use the proposed deep neural network compared to existing
traditional methods for efficient results.

4.2.5 Discussion

In figure 4.9, an example available on social media of fake news showed. In this research,
extensive feature set-based studies were performed for the classification of fake news. News
content-based methods primarily focused on extracting different features from fake news ar-
ticles, including both content-based (B) as well as style-based. Style-based strategies mainly
concentrate on manipulators and creators’ writing style (A) for the context of fake news. It
was evident that for efficient fake news detection, content-based methodologies were alone, not
sufficient. To investigate fake news articles with social context-based methods was the main
necessity. Social context-based methods deal with the relationship among users, news article,
and related publishers. These methodologies were efficient to recognize fake news articles.
Social context (C) provides valuable information about users-based interaction with both fake
news and real news. In the era of computing, at any social media platform, a user is always
connected to a specific group of peoples having the same mindset or liking is called a user-
community (D). These user communities can be an essential factor for fake news classification
due to their common perception about sharing articles. Therefore, an effective Deep Neural
Network combining (B+C+D) the content level features of news articles with user’s social en-
gagement (Echo-chamber infused) was designed to achieve significant results. Subsequently,
the tensor factorization-based approach used with content as well as context-based information.

In this research, a user’s engagement with the news articles captured and fused with user-
community interaction to form a 3-mode tensor (content, social context, and user-community
information). This tensor was capable of handling multi-relational data and provided a higher
dimensional generalization of matrices. The tensor factorization based method decomposed the
higher-order tensor into low-rank tensors (Khatri & Rao 1968). The resulting low-rank ten-
sors capture the complicated relations between the different objects, represents as input tensors
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FIGURE 4.9: An Example of Fake News (Source: Facebook)
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for deep learning classification models. Therefore, in this research, a coupled matrix-tensor
factorization method (Gupta et al. 2018) used. The proposed model (EchoFakeD) employed
both contents and context-based information to validate the outcomes. The proposed model
outperformed compared to the existing detection methods and obtained an accuracy of 92.30%.

4.3 Summary

A methodology for fake news detection that considers news content information collected from
the text of news and social context information obtained from the echo chambers presented. The
factorization method was evaluated with BuzzFeed as well as the PolitiFact dataset. A compar-
ative analysis with news content, social context, and a combination of both were presented. It
recognized that the combined content and context approach gave better results. A deep neural
network further improved the classification results as compared to the XGBoost-a ensemble
machine learning approach. For an effective classification, a tensor factorization approach pre-
sented with the proposed network. The performance of the model validated and verified with the
dataset: BuzzFeed and PolitiFact. A detailed analysis showed different features: news content,
social context, and the combination of news content and social context. With the classification
results, it was clear that the combination approach using tensor factorization gave better perfor-
mance, as shown in the evaluation parameters. The proposed system improved the classification
result in terms of F1-score and accuracy compared to existing detection methods.
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5.1 Introduction

This investigation presented the research work with the proposed hybrid model for fake news
identification using many convolutional layers with different kernel sizes following an LSTM
network with three dense layers. A neural network with two convolutional layers was created
having varying kernel sizes to learn the model with different word-sized vectors. The feature
maps of CNN were constructed as valuable features which passed as the input of LSTM. Ex-
perimental results demonstrated the proposed hybrid model’s effectiveness compared to other
existing CNN and RNN-based classification models. The proposed model utilized the power
of feature extraction using an advanced pre-trained word embedding model. The embedding
layer produced the vectors for each word index and improved each word’s embedding during
training. The proposed model’s novelty lies in designing a neural network with different sized
kernels and filters in each convolutional layer. The convolutional layer’s output was passed as
an input to an LSTM layer. To make the C-LSTM model deeper, three dense layers were taken
to enable the composition of features from lower layers, potentially modelling the data, quickly
approaching the end goal and a higher-order decision boundary. The proposed model performed
very well on PHEME and the FN-COV dataset with an accuracy of 91.88% and 98.62%, re-
spectively. The proposed model obtained better classification results as compared to existing
methods for fake news detection.

5.2 Experimental setup and methodology

In this section, various experiments and techniques presented that were utilized to achieve the
research objectives along with the results of the experiments.

5.2.1 Dataset

In this subsection, the real-world fake news datasets used in this research discussed in details.

FN-COV

For creating the dataset, around 69,976 news articles were collected with 44.84% of fake in
total from the GDELT project † supported by Google. It recently released with short parts of
worldwide news coverage mentioning COVID-19 (Cui & Lee 2020). The collection included

†https://blog.gdeltproject.org
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several topics that have been trending during COVID-19. For our experiment, we selected
COVID19, quarantine, and social distancing tag related news articles. This dataset consists of
five attributes: ‘Date’, ‘URL’, ’Title’, ‘Text’, and ‘Label’. The date corresponds to the published
date of the news, ‘URL’ represents the web address of the published news, ‘Title’ represents the
headline of the news, ‘Text’ represents the content of the news article, and ‘Label’ indicates
whether the news is fake or not.

PHEME

PHEME dataset ‡ was a collection of tweets scraped from Twitter, posted at the time of break-
ing news having five events. The events included were: Charlie Hebdo shooting, from which
we have 38,290 instances of news with 22% rumour content. Ferguson event dataset consists
of 24,177 cases with 24.8% of rumour content. German wings plane crash comprises 4489
instances of tweet level text data in the set with 50.7% rumour. Ottawa shooting, which took
place in Ottawa Parliament Hills in 2014, shall consist of 12,284 cases with 52.8% rumour and
Sydney Siege where the gunmen took hostages at a cafe in Sydney in December 2014, consists
of 24,001 instances tweet level text streams with 42.8% rumoured tweets.

5.2.2 Pre-processing

Text pre-processing is the practice of cleaning and preparing text data. In short, pre-processing
relates to all the transformations on the unprocessed data before it supplied to the machine
learning or deep learning algorithm. NLTK and re are standard Python libraries used to handle
text pre-processing tasks. Such transformations are: Remove HTML tags, extra white spaces,
special characters, convert to lowercase all input texts, convert several words to numeric form,
and finally remove numbers.

5.2.3 Architecture of the proposed hybrid C-LSTM model

In Figure 5.1, the layered architecture of the proposed deep neural network showed. In the
architecture, the first layer was an embedding layer that took the input as a vector of 1000 word
indices of length 32 following by a convolutional layer that implements matrix multiplications-
based operations (Collobert & Weston 2008; Sainath et al. 2015; Vasudevan et al. 2019; Yang
et al. 2018). The first convolutional layer consists of kernel size=3 and 32 filters, followed by

‡ http://www.zubiaga.org/datasets/
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FIGURE 5.1: Proposed Model
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TABLE 5.1: Optimal Hyper-parameters for the proposed hybrid model

Hyper-parameter Description or Value
No. of Convolutional layer 2
No. of Max-pooling layer 2

No. of Kernel-sizes 3 and 5
No. of Dense layer 3

No. of filters in conv-layers 128,64,32
No. of filters in dense-layers 128,64,32,2

Loss function binary cross-entropy
Activation function ReLU

Optimizer Adam
Metrics Accuracy

Batch-size 128, 32
Batch-Normalization Yes
Number of Epochs 20

Dropout 0.2

max-pooling. The second convolutional layer consists of kernel size=5 and 64 filters, followed
by max-pooling. In the model, two pooling layer were taken (Vasudevan et al. 2019; Yang
et al. 2018; Zhong et al. 2019) which effectively down-sampled the output of the last layer and
reduced the number of operations required for all the following layers present in the network.
The next layer in the architecture was an LSTM layer used to handle the nature of sequential
data (Roy et al. 2018). This layer took complex word combinations as input and the length
of several units as output. Next, a flatten layer was taken as a function that converted the
features taken from the pooling layer and map them to a single column for further processing.
Then, three dense layers were considered in the network architecture. The functionality of a
dense layer as a linear operation (Vasudevan et al. 2019; Yang et al. 2018; Zhang et al. 2020)
in which every input is connected to every output by some weight. The first dense layer has
128 nodes and a dropout of 0.2. With the small value of dropout, the accuracy will gradually
increase, and loss will gradually decrease. We selected the dropout value because it helped
reduce the classification model’s complexity and prevent over-fitting (Vasudevan et al. 2019;
Yang et al. 2018). The second dense layer also has 64 hidden nodes with a dropout of 0.2.
The third dense layer has 32 hidden nodes and a dropout of 0.2. ReLU (Rectified Linear Unit)
was taken as the activation function. It was capable enough to remove negative values from
an activation map in a given network and increases the non-linear properties (Vasudevan et
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TABLE 5.2: Comparison with Existing classification results using a real-world rumour dataset-
PHEME

Author Model Accuracy (%)
(Zubiaga et al. 2016) C-Random Forest 63.00%
(Zubiaga et al. 2016) BOW+NB 68.15%

(Yu et al. 2017) 1-layer CNN 79.74%
(Zubiaga et al. 2016) TF-IDF+KNN 80.94%
(Zubiaga et al. 2016) BOW+DT 81.00%

(Ajao et al. 2018) 1-layer LSTM 82.76%
(Ajao et al. 2018) LSTM-CNN 83.53%
(Ajao et al. 2018) BILSTM-CNN 84.66%

(Ma et al. 2016, 2018) RNN 86.12%
Our proposed model C-LSTM 91.88%

TABLE 5.3: Performance of the C-LSTM model with PHEME and FN-COV

Dataset Model Precision Recall F1-Score
PHEME C-LSTM 0.902 0.904 0.903
FN-COV C-LSTM 0.992 0.989 0.994

al. 2019) of the decision-making function. The equation of ReLU as:

σ = max(0,z) (5.1)

In this research, binary cross-entropy used as a loss function. For binary classification problems,
the equation of cross-entropy can be defined as:

L =−(ylog(p)+(1− y)log(1− p)) (5.2)

If M>2 (i.e. multi-class classification), a separate loss calculates for each class label per obser-
vation and sum the result:

−
M

∑
c=1

yo,clog(po,c) (5.3)

Here, log - the natural log, y - binary indicator (0 or 1), c- class label, o-observation, p - predicted
probability.
In the proposed neural network, Adam was considered as an optimizer. Optimal hyper-parameters
were selected (see Table 5.1 for more details) for the proposed hybrid model. Hyperparameter
optimization obtains a tuple of different hyperparameters that generates the best classification
results with our model, minimizing a predefined loss function.

122



Chapter 5. A Hybrid Model for Effective Detection of Fake News with a Novel COVID-19
Dataset

TABLE 5.4: Accuracy of the C-LSTM model with PHEME and FN-COV

Dataset Model Accuracy (%)
PHEME C-LSTM 91.88
FN-COV C-LSTM 98.62

FIGURE 5.2: Accuracy and Cross Entropy Loss with C-LSTM using PHEME

In this research, the work was carried using the NVIDIA DGX-1 V100 machine. The machine
was equipped with 40600 CUDA cores, 5120 tensor cores, 128 GB RAM and 1000 TFLOPS
speed.

FIGURE 5.3: Accuracy and Cross Entropy Loss with C-LSTM using FN-COV
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5.3 Results and discussion

Experimental and evaluation results tabulated in Table 5.2-5.4 using real-world fake news dataset:
PHEME and the designed fake news dataset (FN-COV). The selection of optimal hyperparam-
eters showed in Table 5.1. Classification results demonstrate that the recommended model
performed more accurate results compared to other existing models for fake news detection.
From Table 5.4, shallow machine learning models have resulted in a maximum of 81% accuracy
using the PHEME dataset. With deep learning models (CNN’s, RNNs, etc.), the recurrent neural
network architecture with GloVe pre-trained word embedding achieved 86.12% accuracy. The
proposed models, which were deep and hybrid (a combination of both CNN and LSTM layers)
in nature, performed exceptionally well and have resulted in more than 90% accuracy using the
PHEME dataset. It also achieved an accuracy of 98.62% with the designed fake news dataset:
FN-COV.
Figure 5.2 and 5.3 showed the accuracy and cross-entropy loss using PHEME and FN-COV
dataset. It also traced the learning ability and generalizing power of our proposed model.
The proposed model’s performance over 20 epochs was quite remarkable on diverse and new
dataset-FN-COV, respectively.
Cross-entropy loss was minimal in the case of FN-COV. In Table 5.2, various performance
parameters were considered to validate the classification results. An F1-score with 99.40%
with FN-COV and 90.30% with the PHEME dataset was achieved. Table 5.4, a comparison
with existing classification results using a publicly available dataset (PHEME) showed. A 5%
higher accuracy was achieved than the existing methods with the proposed hybrid model. The
proposed model performed well with an accuracy of 98.62% using FN-COV. Motivated results
were achieved with other real-world fake news datasets also.

5.4 Summary

In this research, with the proposed C-LSTM model, exemplary results were achieved. It cap-
tured both the temporal semantics and phrase-level representations and performed with opti-
mized accuracy with minimal loss. Besides, a novel dataset was created of fake news propa-
gating during COVID-19. The experimental results empirically showed the proposed model’s
effectiveness for fake news detection problem using PHEME and the FN-COV dataset.
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6.1 Introduction

In this chapter, the research work presented the classification results with the proposed multi-
channel convolutional neural network to identify fake news effectively. Classification results
showed that using different word embedding channels in a single network can provide valuable
features for detecting fake news. The proposed model combined several parallel 1D-CNN’s
that read the source document using different kernel sizes. Kernel size represented the num-
ber of words considered in the convolution process across the whole input text document. The
proposed model’s learning ability processed at different n-grams at a moment. The proposed
model determined how to combine these studies (different n-grams results) appropriately and
how it affected model learning. Experimented were conducted with the proposed model using
three real-world fake news datasets. The proposed model presented more accurate results using
both existing and novel fake news dataset.

6.2 Experimental setup and methodology

In this section, various experiments and techniques presented that were utilized to achieve the
research objectives along with the results of the experiments. The problem statement, dataset,
methodology, and architecture of the proposed model also discussed in this section.

6.2.1 Dataset(s)

In this section, the datasets (refer to Table 6.1 for more details) used in this research discussed.

FN-COV

For creating the dataset, around 69,976 news articles were collected with 44.84% of fake in
total from the GDELT project † supported by Google. The collection included several topics
that had been trending during the initial phase of COVID-19. For the experiment, a selection
was made of COVID19, quarantine, and social distancing tag related news articles. This dataset
consists of five attributes: ‘Date’, ‘URL’, ’Title’, ‘Text’, and ‘Label’. The date corresponds to
the published date of the news, ‘URL’ represents the web address of the published news, ‘Title’
represents the headline of the news, ‘Text’ represents the content of the information, and ‘Label’
indicates whether the news is fake or not.

†https://blog.gdeltproject.org
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PHEME

PHEME ‡ dataset is a collection of tweets scraped from Twitter, posted at the time of breaking
news having five events. The events included were: Charlie Hebdo shooting from which we
have 38,290 instances of news with 22% rumour content. Ferguson event dataset consists of
24,177 instances with 24.8% of rumour content. German wings plane crash comprises 4489
examples of tweet level text data in the set with 50.7% rumour. Ottawa shooting, which took
place in Ottawa Parliament Hills in 2014, shall consist of 12,284 samples with 52.8% rumour
and Sydney Siege where the gunmen took hostages at a cafe in Sydney in December 2014
24,001 instances tweet level text streams with 42.8% rumour tweets.

CoAID

CoAID § is a real-world fake news dataset (Cui & Lee 2020) that recently introduced with the
misinformation circulated during the pandemic of COVID-19, including fake news, along with
users’ social engagement. In this research, 2138 news were collected, 296,000 user engage-
ments present in the news data, a total of 926 social media posts related to COVID-19, and
ground truth output labels.

TABLE 6.1: Description of Dataset(s)

Dataset Total Instances Fake Real
PHEME 103211 31384 38592
FN-COV 69976 31384 38592
CoAID 2138 549 1589

6.2.2 Pre-processing

Text pre-processing is the practice of cleaning and preparing text data. NLTK and re are stan-
dard Python libraries used to handle text pre-processing tasks. Such transformations are:

• Remove HTML tags, extra white spaces, special characters.

• Convert to lowercase all input texts.

• Convert several words into some numeric form.

• Remove numbers.
‡ http://www.zubiaga.org/datasets/
§ https://github.com/cuilimeng/CoAID
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FIGURE 6.1: Proposed Model

6.2.3 Fake news detection methodologies

The great success of CNN’s in computer vision motivated researchers to utilize the neural net-
work architecture in different natural language processing tasks for extracting high-level n-gram
features using different kernel sizes. Generally, First layer of 1D-CNN model transformed in-
dices of a input sentence s1,s2, . . . ,sn tokens in Vocab into a series of vector Ws1,Ws2, . . . ,Wsn.
Wi ε Rd is the ith column of embedding matrix W and d was the number of embedding space
dimensions. The next layer in CNN’s architecture was a convolutional layer in which each
neuron (entry of zi+1) received input from a square receptive field with k× k parameters. The
whole layer only has k2 parameters, responsible for convolving trainable filters (kernels) on the
input data to extract valuable patterns. These kernels can create features based on the colloca-
tion of tokens in the input text. Next, the extracted features were fed into another layer, called
the pooling layer, for down-sampling features by an operation like averaging or taking maxi-
mum. Finally, after these two layers, all extracted high-level features constructed a vector using
a flattened layer.
This research combined three 1D-CNN into a single unified structure with variable kernel sizes
and filters. The architecture of the proposed model was as:

The proposed Multichannel Convolutional Neural Network

The multi-channel CNN architecture consists of three parallel CNN’s with different inputs
called channels with varying types of information. Finally, all extracted feature vectors created
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a dense vector using the concatenated layer, and this vector fed into a fully connected network
for making a prediction. Given the dimension of the reconstructed feature map R′′i,k as d× k, a
neural network with kernel size d× h and the number of filters l is employed. Significantly, it
generated one scalar feature as a product:

s j = Relu(Wc.R′′i, j: j+h−1 +bc) (6.1)

where wc and bc were the weights and the bias of the convolutional filter. In this approach, a
feature vector s j ε R′′l is constructed with l filters. By replicating the convolution processes for
each window of h, a sequence of standard feature vectors was achieved:

s = [s1,s2, . . . ,sk−h+1] (6.2)

Using a contextualized representation might not provide enough information about all textual
features in the model to make an accurate decision. Thus, for developing a reliable fake news
detection system, an approach was investigated to extract valuable features based on different
news aspects by utilizing various types of text representation, including word embedding, kernel
size, and filters in one architecture. Each of these representations illustrated distinct aspects of
news articles. Figure 6.1 showed the overall architecture of the proposed model.
Consecutive three groups were conducted, convolutional layers, max-pooling layers, and word-
document matrix to extract notable features based on the words that appear in news articles.
All three-channel input was an advanced word embedding model like GloVe, which contains
100-dimensional vectors for 3 million word types. In the architecture, the first layer with the
first channel was an embedding layer that accepted the input as a vector of 1000 word indices of
length 32 following by a convolutional layer that performed matrix multiplications-based oper-
ations (Sainath et al. 2015; Vasudevan et al. 2019; Yang et al. 2018). The first layer consists of
kernel size=3 and 32 filters, followed by max-pooling. In the second channel, the convolutional
layer consisted of kernel size=4 and 64 filters, followed by max-pooling operations and so on.
In each channel, one pooling was taken (Sainath et al. 2015; Vasudevan et al. 2019; Zhou &
Zafarani 2019) which effectively down-sampled the output of the last layer and reduced the
number of operations required for all the following layers present in the network.
Subsequently, three flatten layers were taken as a function that converted the features obtained
from the pooling operation and map it to a single column that further transferred to the fully
connected layer. The model was made with a network of four dense layers. The functionality
of a dense layer as a linear operation (Roy et al. 2018; Sainath et al. 2015) in which every input
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was connected to every output by some weight. In the dropout, some nodes dropped randomly
so that forward propagation and backward propagation will consider only retained nodes in that
iteration. A random number generated for each node, and if it is less than (1− p), where p was
a probability parameter (say 0.2), then that node discarded. Else it retained. Thus forward pass
equation with dropout at layer l will become:

ỹ(l) = Mask(p)∗ y(l) (6.3)

z(l+1)
i = w(l+1)

i .ỹ(l)+b(l+1)
i (6.4)

Here Mask(p) was the mask for each node depending on a generated random number compared
with the dropout rate. With a small value of dropout, the accuracy will gradually increase, and
loss will gradually decrease. The value of dropout was selected because it helped to reduce
the classification model’s complexity and prevent over-fitting (Ghosh & Shah 2018; Shu et
al. 2017). The embedding vectors encode a complete sentence processed by one of the leading
models, which outputs a feature vector x that represented the whole sentence. This vector was
then passed to a classification layer that applied so f tmax function to estimate the predictive
probabilities for all K labels:

p(y = k|X) =
exp(wT

k x+bk)

∑
K
k′=1 exp(wT

k′x+bk′)
(6.5)

The activation functions (z) applied element-wise; ReLU (Rectified Linear Unit) was taken as
the activation function. It increased the non-linear properties of the decision-making function
without affecting any other fields of the convolution layer. We can define the equation of ReLU
as:

σ = max(0,z) (6.6)

The loss functions are non-negative values that mainly used to estimate the variability between
the predicted value (ŷ) and the original value (y) and enhance the model’s generalizing capabil-
ity. The basic structure of the loss function is:

L(θ) =
1
n

n

∑
i=1

L(y(i), f (x(i),θ)) (6.7)

where θ indicates the value of a parameter to the model, x indicates the model’s feature matrix,
and y denotes the model’s actual labels. In this research, we employed categorical cross-entropy
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loss. Each prediction resembles the true class value in the cross-entropy loss function and a
score calculated. The score further used to penalize the prediction’s probability based on the
real value difference. The equation for cross-entropy function was as below:

L(y, ŷ) =−1
n

n

∑
i=1

c

∑
j=1

(yi, jlog(ŷi, j)) (6.8)

where data samples ranging from 1 to N and the classes range from 1 to C. The term yi, j in
the equation corresponds to the one-hot encoded label at the ith index of the jth category. And
the term ŷi, j corresponds to the prediction of the model for the samples as ith index. With the
detection deadline k, the end goal of the optimization process was to find the optimal θ :

θ̂ = arg minθL(θ,k) (6.9)

In the proposed neural network, Adam was taken as an optimizer. Optimal hyper-parameters
(which minimizes a predefined loss function) are shown with Table 6.2. This research work was
carried with the NVIDIA DGX-1 V100 machine. The machine is furnished with 40600 CUDA
cores, 5120 tensor cores, 128 GB RAM and 1000 TFLOPS speed.

TABLE 6.2: Optimal Hyper-parameters for the proposed Multichannel Neural Network

Hyper-parameter Value
No. of Convolutional layer 3
No. of Max-pooling layer 3

No. of Kernel-sizes 3, 4, and 5
No. of Dense layer 4

No. of filters in conv-layers 128,64,32
No. of filters in dense-layers 128,128,128,128

Loss function Categorical cross-entropy
Activation function ReLU

Optimizer Adam
Metrics Accuracy

Number of Epochs 25
Dropout 0.2
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FIGURE 6.2: Accuracy with training samples

FIGURE 6.3: Cross Entropy loss with training samples
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FIGURE 6.4: Accuracy with testing samples

FIGURE 6.5: Cross Entropy loss with testing samples

133



Chapter 6. A Generalized Multichannel CNN for fake news detection

TABLE 6.3: Classification Results

Dataset and Model Precision Recall F1-Score Accuracy
PHEME-AttCNN 0.826 0.810 0.818 0.827%
PHEME-MCNNet 0.866 0.830 0.848 0.903%
FN-COV-MCNNet 0.975 0.987 0.981 0.982%
CoAID-MCNNet 0.789 0.780 0.780 0.910%

TABLE 6.4: Comparison (the proposal model) with the existing detection methods using real-
time rumour dataset-PHEME

Author Model Accuracy (%)
(Zubiaga et al. 2018a) C-Random Forest 63.00%
(Zubiaga et al. 2018a) BOW+NB 68.15%

(Yu et al. 2017) 1-layer CNN 79.74%
(Zubiaga et al. 2018a) TF-IDF+KNN 80.94%
(Zubiaga et al. 2018a) BOW+DT 81.00%

(Ajao et al. 2018) 1-layer LSTM 82.76%
(Ajao et al. 2018) LSTM-CNN 83.53%
(Ajao et al. 2018) BILSTM-CNN 84.66%
(Ma et al. 2016) RNN 86.12%

The proposed model Multichannel CNN 90.30%

6.3 Results and evaluations

Experimental and evaluation results tabulated in Table 6.3 and 6.4 using real-world fake news
dataset: PHEME, CoAID and the designed fake news dataset (FN-COV). The selection of opti-
mal hyperparameters showed in Table 6.2. Classification results were demonstrated the perfor-
mance of the proposed model compared to other existing detection models for fake news.
Table 6.4 showed the classification results with shallow machine learning models produced a
maximum of 81% accuracy using the PHEME dataset. With deep learning models (CNN’s,
RNNs, etc.), the recurrent neural network architecture with glove pre-trained word embedding
achieved 86.12% accuracy. The proposed models, which was a combination of three 1D-CNN’s
are deep, have performed exceptionally well and resulted in more than 90% accuracy using
the PHEME dataset. It also achieved an accuracy of 98.62% with the designed fake news
dataset: FN-COV and 91.00% with CoAID. Figure 6.2 and 6.3 showed the accuracy and cross-
entropy loss using PHEME, CoAID and FN-COV datasets. It also traced the learning ability
and generalizing power of the proposed model. The proposed model’s performance over 25
epochs was quite remarkable on diverse and new dataset-FN-COV, respectively.
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Cross-entropy loss was minimal in the case of FN-COV. In Table 6.3, numerous performance
parameters were considered to validate the model’s performance. The F1-score with 99.40%
with FN-COV and 90.30% with the PHEME dataset was achieved. Table 6.4, comparing ex-
isting classification results using a publicly available dataset (PHEME)showed. A 5% higher
accuracy was obtained by the proposed approach compared to the existing systems. The pro-
posed model performed well with an accuracy of 98.20% using FN-COV. Classification results
demonstrated the proposed model’s generalizing power using different performance parameters
(Precision, Recall, F1-Score, Accuracy, etc.). Encouraging results were achieved with the pro-
posed model (MCNNet), with more than 90% accuracy on all datasets, the best being 98.2%
with FN-COV.

6.4 Summary

This research presented a multichannel convolutional neural network for effectively detecting
fake news distributed online through web-based outlets. A novel dataset was created that con-
tains fake news circulating widely during the pandemic of covid-19. The proposed model’s
performance was validated with different real-world fake news dataset: FN-COV, CoAID, and
PHEME. The classification performance of the model was lucrative towards any fake news
dataset. Ultimately, a significant improvement was achieved in detecting false information
spread in social media.
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7.1 Salient features and key findings

The goal of the research was to utilize the power of deep leaning for improving fake news
detection. Hence, in this section, critical findings and salient features discussed that were used
in the implemented models.

7.1.1 FNDNet and BERT-based deep learning approach

In the investigation, a look around exhibited that the presented approach did not rely on extract-
ing hand-crafted features (Kumar & Shah 2018). Instead, the approach (FNDNet) outlined to
learn the discriminatory features (Zhong et al. 2019) present in news articles automatically. The
proposed model showed outstanding performance on large-scale real-world fake news datasets
compared to existing detection approaches. The proposed model also focused on selecting an
optimal depth of CNN’s for collectivity accurate text classification problem. The classification
results outperformed the existing implementations for fake news detection. Using the proposed
approach, improved outcomes were obtained as compared to the baseline approaches which
made FNDNet a promising model for accurate identification of fake news.
In another part of our research, a BERT-based in-depth learning approach (FakeBERT) was pre-
sented by fusing parallel blocks of the single-layer CNN’s with BERT (Bidirectional Encoder
Representations from Transformers). BERT was employed as a sentence encoder, which can
get the context representation of a sentence. This research work distinguishes with previous
research works (De Sarkar et al. 2018) where researchers examined a text sequence in a unidi-
rectional way. Most of the existing detection methods (De Sarkar et al. 2018; Malik et al. 1991)
presented with sequential neural networks to encode the relevant information. However, a deep
neural network with a bidirectional training approach was an optimal and reliable solution for
detecting fake news effectively. The proposed method enhanced real-time fake news detec-
tion performance with the semantic and long-distance dependencies present in text-based news
articles.

7.1.2 Tensor decomposition-based deep neural networks (DeepFakE and
EchoFakeD)

This research presented an effective deep learning model with both news content and context-
related features. In this research, for textual modality and effective detection, an extensive
feature set-based studies were performed to classify fake news. In the exploration, the user’s
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engagement with the news articles was captured and fused with user-community interaction to
form a 3-mode tensor (content, social context, and user-community information). This tensor
handled multi-relational data (Hosseinimotlagh & Papalexakis 2018; Rabanser et al. 2017) and
provided a higher dimensional generalization of input matrices. The tensor factorization method
decomposed the higher-order tensor (Gupta et al. 2012; Gupta et al. 2018) into low-rank tensors.
The resulting low-rank tensors capture the complex relations between the objects representing
a graph-like structure in the dataset. The dimension of a combined matrix (content-context
information) is 182x1503 was achieved, in which many news stories were 182, and the size of
the input word embedding was 1503. With a coupled matrix-tensor factorization method (also
known as CP-decomposition), the standard factorization method was utilized to decompose
the user-level input matrix. In labelled data, the class information could help the factorization
process identify fake news better. The architecture performed excellently on small and large
real-world fake news datasets and reduced classification error. Using user community-based
features with news content as a sizable dimensional tensor, the optimal results were achieved
with a neural system having five hidden layers.

7.1.3 A Hybrid model for fake news detection

This research presented a hybrid model using convolutional layers with different kernel sizes
with LSTM layers followed by three dense layers. A neural network was designed using two
convolutional layers with varying kernel sizes to learn the model with different word-sized vec-
tors. In our designed CNN, the feature maps constructed as a sequential feature that passed
as an input of the developed model. This architecture organized each sentence into succes-
sive input features to help unravel variations within the same sentences. Experimental results
demonstrated the proposed hybrid model’s effectiveness compared to other existing CNN and
RNN networks. The proposed model utilized the power of feature extraction using an advanced
pre-trained word embedding model. In terms of the model’s novelty, we used different kernel
sizes and filters in each convolutional layer that passes input to the LSTM model. To make the
C-LSTM model deeper and effective, three dense layers were took to enable the composition
of features from lower layers, potentially modelling the data, approaching the end goal quickly,
and a higher-order decision boundary. The proposed model performed very well on PHEME
and the FN-COV dataset with an accuracy of 91.88% and 98.62%, respectively. The designed
model achieved more accurate results as compared to existing approaches for the detection of
fake news.
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7.1.4 A generalized model for fake news detection

In this research, a multichannel convolutional neural network was presented to detect fake news
effectively. It was demonstrated that using different word embedding channels with distinct
sizes kernel in convolutional layers provided valuable features for detecting fake news. the pro-
posed model combined multiple parallel CNN’s that studied the source document employing
different kernel sizes. The model’s learning ability processed at different n-grams (groups of
words in input word sentence) at a time. The model determined how to integrate these interpre-
tations (different n-grams) best and how it affected model learning. Experimented were carried
to validate the achievement of the designed system with three real-world fake news datasets.
The proposed model showed accurate results using both existing and novel fake news dataset.

7.2 Scope of future work

After a detailed examination with the machine and deep learning models, the following top-
ics/suggestions/methods identified as potential and promising directions for future research:

1. Design an effective deep CNN for text and images in a combination: Build a model for
more effective and accurate detection of fake news in a real-time scenario (news content
+ images + metadata). Such detection methods can help future researchers incorporate
multiple metadata information for more accurate news articles. A graph-based analysis to
find fake news articles’ exact propagation path of a news article’s after some time duration
can be explored using the above mentioned deep convolutional model.

2. Design a deep learning model with bi-directional word embedding for news content
and images both together: Building a deep learning model (for news content + images)
to detect fake news articles using multiple domains dataset. For future research work,
such a detection method can help to investigate metadata information about the users
and their connections in the news-user graph. The temporal features of news articles for
tracking the propagation path and social media posts’ statistics to construct a consolidated
feature vector can detect fake news more effectively when deals with multiple output class
dataset.

3. Develop an effective detection model combining numerous features (Graph-based
+ user-level features + different communities + temporal characteristics): Develop a
valuable deep learning model for effective fake news detection to examine the propagation
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of news articles. For future research, a detailed interpretation can help solve fake news
from different echo chambers present in social media data, which can be considered a
group of personalities having the same opinion for any social concern. The prime motive
to examine echo chambers in fake news detection implies that every user is co-related in a
graph like structure on any social media platform like a community. It can help to examine
new techniques of expressing the available information with tensors at a methodological
level. As further research, a detection method can examine how the proposed model
(EchoFakeD) improved the classification results while more features added.

4. Develop a hybrid model for tracking the instances of news articles with both the
binary and multi-class real-world fake news datasets: Incorporating temporal level
features from news articles available on social media with content and context level in-
formation and implementing for both the binary and multi-class real-world fake news
datasets for enhanced and accurate classification. This type of hybrid approach can be
valuable to identify fake news instances during the proliferation of a news article in a
connected graph using multi-label output datasets.

5. A generalized model for fake news detection toward multiple output label-based
real-world dataset: To design a generalized model which can provide a more accu-
rate classification of fake news articles using multiple output label real-world fake news
datasets. It can also be helpful with a different domain and language-based real-world
fake news datasets for effective results. Users’ credibility analysis can also be a potential
research task with a generalized model for future researchers.
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