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ABSTRACT

Stock price prediction is one of the important applications of time series analysis. Its success

stems from its ability to reduce asset management costs, market impacts, and volatility risks.

Stock price prediction is a significant challenge, and a plethora of techniques have been inves-

tigated. Nevertheless, a true solution is yet to be found. Despite a lot of effort, research has

demonstrated that forecasting a stock’s price is difficult, especially when considering the non-

linear and non-stationary behavior of financial time series. The prediction of stock prices is tra-

ditionally done with regression and classification, thereby requiring a large set of batch-oriented

and independent training samples. The work presented in this thesis takes on this challenge and

present an automated framework to address two important issues in the field: i) Stock trend

analysis and ii) Stock price prediction. For the former issue, we propose a 3D convolutional

neural network based approach to classify the directional trends in a stock’s price. In contrast to

existing literature, where work emphasizes upon predicting the direction in a single stock, we

focus on a particular sector. This is done to analyze and capture the influence of one company

on another. Further, multiple technical indicators are chosen, and the stock prices are converted

into a 3D image. To find the best features, we experiment with hierarchical clustering. Lastly,

we also complement the 3D convolutional neural network via the application of 3D ensemble

learning. With extensive numerical investigation performed on forty-five different stocks, we

found that the proposed work achieved up to 35% returns in some cases, with the average being

9.19%.

To tackle the latter issue (stock price prediction), we focus our efforts on Kernel Adaptive

Filtering. During experimentation on the previous problem, we discovered that deep learning

based techniques require a lot of computational resources during training. Moreover, relying

on offline-trained models and expecting them to perform well in real-world trading like circum-

stances is a strong assumption. Therefore, to take on the second challenge, we propose the idea

of online Kernel Adaptive Filtering based approach to predict a stock’s prices. Specifically,

i



we experiment with ten different kernel adaptive filtering algorithms to analyze a stocks’ per-

formance and show the efficacy of the proposed work. The experiments are performed with

quotes gathered at the window of one minute, five minutes, ten minutes, fifteen minutes, twenty

minutes, thirty minutes, one hour, and one day. These time windows represent some of the

standard windows used by high-frequency traders. The proposed framework was tested on fifty

different stocks of the Indian stock index: Nifty-50. In terms of performance and compared

to existing methods, the proposed method achieved a 66% probability of correctly predicting a

stock’s next up or a down movement. To the best of our knowledge, the work presented in this

thesis is the first wherein we analyze the price of a stock at these time windows. Furthermore,

this article is the first to test the application of the KAF class of algorithms on all fifty stocks

of the Nifty-50. Lastly, we also complement a stock’ price with additional statistical features

to make the predictions more accurate. The experimental findings show that kernel adaptive

filtering is a better option for predicting stock prices and may also be used as an alternative in

high-frequency trading.
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1.1 PREAMBLE

A time series is a set of well-defined data items collected at successive points at uniform time

intervals. It has applications in a multitude of areas, such as economics, business planning,

production, and weather forecasting, to name a few. The impact of time series analysis on

scientific applications can be partially demonstrated by compiling a list of various disciplines

in which significant time series difficulties can arise. Various well-known time series may be

found in economics and were constantly exposed to stock price and trend forecasting. In the

context of stock prices, it is understandable that an accurate prediction (of a stock’s prices) can

yield a significant profit, whereas a bad forecast could be devastating. However, it has been well

established that stock price prediction is one of the non-trivial problems of literature. This is

owing to the fact that the movement in price is often chaotic (1), complex (2), volatile (3), and a

dynamic mix of political, even sometimes environmental factors, e.g., The crash of markets in

2020 owing to the COVID-19 pandemic comes into picture (3). However, accurately predicting

the value of a variable is one of the very basic and non-trivial problems of literature. Moreover,

the Efficient Market Hypothesis (4) states that stock prices reflect all current information, and

any new information leads to unpredictability in stock prices. Naturally, significant work has

been done in this area; however, despite a huge amount of work trying to address the issue,

research has shown that estimating a stock’s price, especially considering the non-linear and the

non-stationary behavior of the financial time series, is challenging (5). Predicting a stock’s value

at any given time in the future is an important problem for academia and industry. The process of

analyzing and developing future stock price movements based on previously observed trend data

is known as trend analysis and price prediction. Identifying the source, tracing the evolution,

and finding any trend is difficult. In context of stock price prediction, several models have been

developed, for instance studies focusing on volatility (3), option pricing (6), classifying stock

movements (7), predicting prices (8). In recent years, machine learning (ML) has also emerged

as a popular method for stock price prediction. Previous Studies have attempted to understand

the movement of stocks, analyzing trends, and clustering of financial information (9). Further,

a plethora of techniques have been used for predicting stock prices, such as neural networks

(NN), support vector machines (SVM), genetic algorithms, fuzzy logic, Bayesian model (10),

and so on. These days, deep learning (DL) methods have gained tremendous popularity. This
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is mainly owing to the advancements in computational power and the increase in the amount

of data available to train a model. In the context of analyzing stocks, multiple approaches

have been proposed, such as convolutional neural networks (CNN), long short-term memory

(LSTM), and gated recurrent units (GRU). Nevertheless, a true solution is yet to be found.

Moreover, during the literature survey, it was found that there is a need for better stock

price prediction methods that can accurately predict the prices with less execution time for intra-

day trading. In this regard, our research focuses on trends and price predictions. We also focus

on understanding and analyzing the directional trends in a stock’s price. In particular, through

this research, first, we make an attempt to classify the trend into three different categories,

namely, Buy, Sell, and Hold. The main objective is to increase the annual return on investment

while simultaneously capturing the influence of one company on another from the same sector.

To that end, we have used 3D CNN. In recent years, CNNs have shown excellent breakthroughs

in image classification (11). Hence, following this precedent, we also try to apply the same

ideas in the financial markets and analyze the trends using 3D CNN. In simple words, we try to

classify the up or down movements in a stock’s price.

Stock price prediction is the next important aspect of our research. The main purpose is

to determine the future values of stock depending on historical values. Work has emphasized

that stock price prediction is difficult due to data nonstationarity in the underlying financial

time series. Moreover, the governing dynamics of financial markets change very quickly. In

such scenarios, it is unlikely that batch learning would produce good results. We would ar-

gue that batch learning is ineffective in financial time series forecasting. The rationale here is

backed by the fact that the data of a financial time series is non-stationary. Therefore, relying

on a model trained in an offline manner and expecting them to perform well in real market

scenarios is a rather strong assumption. To fix this, online learning is proving to be a highly

efficient approach (12), (13), (14), (15). In this method, the basis is selected during sample-by-

sample training. Moreover, changing circumstances are quickly incorporated, and the algorithm

changes its weight vector to make accurate predictions.

With this argument in mind, we would like to emphasize that kernel adaptive filtering

(KAF) can be an effective stock price prediction tool. The following observations serve as the

foundation for our argument: First, KAF-based algorithms have a faster convergence rate, i.e.,

the algorithm requires fewer iterations. Second, KAF has demonstrated excellent performance
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in non-stationary time-series prediction (16). Third, KAF algorithms exhibit universal func-

tion approximation properties that are useful in highly dynamic environments (17). Owing to

these reasons, we focus on predicting the financial time series via the kernel adaptive filtering

paradigm. Hence, we complement the idea of using KAF with online learning to predict a

financial time series.

Lastly, to improve the stock price prediction performance, we also work on the idea of fea-

ture engineering. We work with the idea of feature augmentation, wherein, we construct several

statistical features to make the prediction more accurate. We provide a comprehensive set of

variables for the mid-price prediction challenge representing the underlying fundamentals’ sta-

tistical qualities. For each stock, the results imply that selecting the proper feature set can help

anticipate how long it will take for a stock to rise or fall. We augment the basic financial time

series with various statistical embeddings and try to predict the future mid-price. The empiri-

cal results validate the superiority of the proposed approach over other existing state-of-the-art

methods.

It should be noted here that the practical viability of the methods is validated via ex-

perimentation performed on a real-world Nifty 50 datasets. The results show good predictive

capability of the work and its ability to be deployed in a high-frequency trading environment.

1.2 BACKGROUND

This section details the necessary background knowledge to better understand the thesis. Specif-

ically, this section includes the detail of deep learning, kernel adaptive filtering, and feature

engineering concepts.

1.2.1 DEEP LEARNING (DL)

Deep learning is a subset of machine learning based on artificial neural networks (ANNs). A

deep neural network (DNN) is a neural network with multiple hidden layers. DNN can repre-

sent complex nonlinear functions and has a high degree of abstraction, which greatly increases
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the model’s convergence capability. It is a particular class of discriminant model that the back-

propagation algorithm can be used to train (18). For example, an intelligent stock and Forex

prediction system based on a DNN can be designed to predict stock and Forex trends. This is

because a DNN is adept at dealing with prediction problems involving vast volumes of data and

sophisticated nonlinear mapping interactions. (19). In recent years, work has noticed a con-

siderable improvement in the performance of DNNs. As a result, deep learning methods have

attracted significant attention in various domains. For instance, in stock price prediction, deep

learning has been widely applied and has already shown superior performance over traditional

statistical and machine learning methods (20), (21). Further, CNN is one of the popular variants

of the DNN that has been applied in various applications (22). Because of its automatic feature

extraction ability, CNN was widely employed in the field of image recognition. Naturally, its

application was also extended to the field of time series prediction (23). CNN differs from a

fully connected network’s network structure, such as a deep belief network (DBN) (24), Sparse

Autoencoder (SAE) (25), or backpropagation (BP) (26), in that the CNN can share the weight

across the neurons in each layer of the network. Moreover, 2D CNNs are good for processing

spatial data, i.e., 2D images. However, 3D CNN are good for sequential data and videos. As

a result, the model adequately avoids local minimization and dimensional disaster while also

drastically reducing the weight of the network.

Another popular DNN variant is the recurrent neural network (RNN) (27), it can handle

the dependencies in sequential data. RNN can memorize the prior state, which may be em-

ployed in the current state computation. The input of the current hidden layer comprises not

only the output of the input layer but also the output of the previously hidden layer. As a result,

while dealing with sequential data, RNN performs well (28). In contrast to CNNs, which are

aimed at dealing with images, RNNs are trained to handle sequence data. However, traditional

RNNs have a vanishing gradient problem and are incapable of maintaining long-term dependen-

cies. Other prominent RNN variants that address the constraints of regular RNNs includes long

short-term memory (LSTM) (29) and gated recurrent units (GRU). Its main contribution is the

introduction of the self-loop design to generate the path of a gradient that may flow continuously

for a longer period of time. Each iteration additionally updates the weight of the self-loop, pre-

venting the gradient vanishing problem that occurs when the RNN model updates the weights.

An LSTM layer is made up of concurrent units, each of which is divided into four components:

an input gate i, a cell c that serves as a temporary memory for input values, an output gate o, and
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a forget gate f that controls the flow of data into and out of the cell (30). Other deep learning

approaches, such as hybrid attention networks (HAN) (31), natural language processing (NLP)

(32), multi-filters neural network (MFNN) (33) have been utilized to anticipate stock and Forex

movements. Multiple ways of assessing stocks have been presented, and various deep learning

methods have been applied to address the challenge.

1.2.2 KERNEL ADAPTIVE FILTERING (KAF)

Kernel-based approaches are widely employed in nonlinear signal processing and machine

learning due to their inherent benefits of convex optimization and universality in the space of L2

functions. By mapping the input data into a feature space associated with a Mercer kernel, many

successful nonlinear algorithms may be built. Popular kernel approaches include kernel regu-

larisation network (34), support vector machine (SVM) (35), (36), kernel fisher discriminant

analysis (KFDA) (37), kernel principal component analysis (KPCA) (38), among others. These

nonlinear algorithms outperform their linear counterparts significantly. Online kernel learning

(39), (40), (41), (42) has also received substantial attention in statistical signal processing and

machine learning literature. It offers effective options for progressively approximating a de-

sired nonlinearity. Because the training data is supplied to the learning system in a sequential

manner, online learning requires significantly less memory and computing cost. Kernel-based

online adaptive filtering algorithms have recently been created and have emerged as an emerging

topic of study (43). Kernel adaptive filters (KAF) are developed in Reproducing Kernel Hilbert

Spaces (RKHS) (44), (45) by using well-established linear adaptive filtering algorithms that

correspond to nonlinear filters in the original input space utilizing the linear structure and in-

ner product of this space. Kernel affine projection algorithms (KAPA) (46), Kernel least mean

square (KLMS) (47), (48), kernel recursive least squares (KRLS) (49), and extended kernel

recursive least squares (EX-KRLS) (50) are examples of common KAF algorithms. They de-

velop a growing radial basis function (RBF) network with a radially symmetric Gaussian kernel

to learn the network topology and adapt free parameters directly from the training data. Among

these KAF algorithms, the KLMS is the simplest and fastest to develop, yet it is also the most

effective.

In the KAF algorithms, there are two major open challenges. The first is that its structure
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grows with each sample, resulting in higher computing costs and memory needs, particularly

in continuous adaption settings. A number of sparsification strategies have been used to limit

network growth and achieve a compact representation, with only the most significant input data

accepted as new centers. The novelty criterion (51), approximate linear dependency (ALD)

criterion (50), surprise criterion (52), and others are currently accessible sparsification criteria.

In a recent research (53), the authors presented a unique approach, the quantized kernel least

mean square (QKLMS) algorithm, for compressing the input space and thereby constraining

network size.

The second remaining issue to overcome when building kernel adaptive filtering methods

is selecting a proper Mercer kernel, especially when the training data amount is minimal. In this

situation, kernel selection consists of two steps: first, the kernel type is chosen, then its param-

eters are determined. Because of its universal approximation capabilities, desired smoothness,

and mathematical stability, the Gaussian kernel is a common option in kernel adaptive filtering.

The normalized Gaussian kernel is defined as:-

κ < v,v′ >= exp
(||v− v′||2)

2σ2 . (1.1)

In the above Equation, where the free parameter σ (σ >0) is referred to as the kernel

size (also known as the kernel bandwidth or smoothing parameter). In reality, because the

Gaussian kernel is strictly positive definite, it yields a dense RKHS (45), and linear algorithms

in this RKHS are universal approximators of smooth L2 functions. In theory, this indicates

that the asymptotic features of the mean square approximation are independent of kernel size

in the large sample size domain (54). This means that the kernel size in KAF only influences

the dynamics of learning because the sample size is always small in the initial steps; hence,

the kernel size affects both the accuracy for batch learning and the convergence qualities for

online learning. This is in contrast to the influence of kernel size on classification, where the

kernel size determines the accuracy and generalization of the best solution (35), (36). Several

approaches for choosing a kernel size for the Gaussian kernel have been adopted, from statistics,

nonparametric regression, and kernel density estimation. Cross-validation (CV) (55), (56), (57),

(58), which can always be utilised since the kernel size is a free parameter, penalising functions
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(56), plug-in approaches (56), (59) Silverman’srule (60), and other rules of thumb (61) are the

most frequent methods for selecting the kernel size.

According to the arguments presented in the previous paragraph, Kernel adaptive filter-

ing (KAF) can be an effective stock prediction tool. The following observations serve as the

foundation for our argument: First, KAF-based algorithms have a faster convergence rate, i.e.,

the algorithm requires fewer iterations. Second, KAF has demonstrated excellent performance

in non-stationary time-series prediction (16). Third, KAF algorithms exhibit universal function

approximation properties useful in highly dynamic environments (17). Lastly, KAF has been

used extensively in chaotic time-series prediction (52), (53). Hence, it is also worth exploring

the idea of financial time-series prediction. Existing literature focuses on multiple kernel learn-

ing methods and solves different issues such as kernel size and step size. During our literature

survey, we found that the paradigm of KAF is not thoroughly investigated. Although there are

a few papers on the topic, e.g., (62), (63), a comprehensive investigation conducted at a large

scale eludes literature. We have therefore taken on this shortcoming and applied the paradigm

of KAF to stock price prediction for intraday trading. The experimental results show that online

learning and KAF is not only good option, but practically speaking, they can also be deployed

in high-frequency trading.

1.2.3 FEATURE ENGINEERING (FE)

Feature expansion is a technique for identifying important data characteristics that a model can

employ to boost its performance. Optimum feature selection is crucial to improving the out-

comes. Recent research has shown that feature expansion has emerged as another alternative

to improve the predictive performance of stock price prediction methods. It has been applied

in various field such as neurocomputing (64), EEG signals (65), wireless intrusion detection

system (66) and time series analysis (67). Further, we anticipate that existing and well-tested

prediction models will benefit by extracting new characteristics from data and merging them

with different domain variables. Expanding features is crucial when working with online learn-

ing models. Regardless of the data or architecture, a poor feature will immediately impact your

model. Further, the ability of artificial intelligence (AI) and machine learning methods to extract

the subtle patterns in stock prices has made them a preferred choice for stock price prediction
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over the years (68). One of the research author (69) proposed a hybrid GA-XGBoost prediction

system with improved feature engineering that includes feature set expansion, data preparation,

and the best feature set selection utilizing the hybrid GA-XGBoost algorithm. Further, this

study also empirically showed that, in order to achieve balance and harmony between the bless-

ing of dimensionality and the curse of dimensionality, a combination of feature engineering

approaches with a baseline learning model is crucial for good prediction performance.

However, the machine learning methods’ performance remains unsatisfactory and needs

significant improvement. In this regard, with the advent of deep learning methods, stock price

prediction has witnessed tremendous success over traditional ML methods in recent years. The

use of deep learning methods such as LSTM, convolutional neural networks (CNN), and recur-

rent neural networks (RNN) is prevalent in stock price prediction. An LSTM-based method for

stock market prediction is proposed in research (70). It is evident that deep learning methods

have significantly improved stock price prediction. On the contrary, these methods require an

adequate amount of computational resources. Another downside is that they are trained us-

ing batch learning, making them less suitable for high-frequency real-time trading. This has

given opportunities for online methods. The time-varying and nonlinear nature of the online

KAF-based learning methods have made them popular for stock price prediction in recent years

(71). KAF is a better choice because of its low computing complexity, fast convergence, and

non-parametric behavior. We look at previous research, identify limitations, and present a solu-

tion architecture for prediction models with a comprehensive feature expansion approach. With

the effectiveness of the feature expansion strategy in combination with online KAF algorithms,

various different learning algorithms can now obtain better accuracy scores for predicting short-

term price trends. Instead of analyzing technical indicators, which is the most preferred way of

literature trying to predict stock prices so far (72), (68), we argue that feature extension as well

as fine-tuning the selected features based on the statistical properties of the financial time series

could work well in practice. We look at previous research, identify limitations, and present a

potential architecture via feature expansion in our research.
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1.3 RESEARCH PROBLEM

Numerous studies have attempted to explain that stock price prediction is challenging to imple-

ment because of the inherent non-stationary data. In financial research, predicting the direction

of the market has become critical, complex, and contentious. Various models and methods have

been developed to predict the trend and the price of a stock. Nevertheless, a true solution is yet

to be found. Therefore, we want to address this issue and develop novel techniques for trend

analysis that provides higher annual return. At much the same time, we want to predict a stock’s

price that minimizes the error. Therefore, this research aims to answer the following questions:

1. Can we develop new trend analysis techniques that gives higher annual returns? More-

over, can we redefine the existing notion of predicting the trend in a financial time series?

2. In contrast to existing literature, can we engineer a method that looks at a sector as a

whole and predict the trends in individual stocks?

3. Can we develop a novel online method to predict stock prices that minimizes error and at

the same time maximizes the probability of success?

1.4 RESEARCH OBJECTIVES

The research objective of this thesis is to propose novel techniques for price prediction and trend

analysis. Further, the objective is also to apply the methods in the equities & the futures market.

In this regard, the following points highlight the objectives of this thesis:

1. To develop a method to analyze and predict the trend in a financial time series. Further,

the goal is also to observe the effect of short-term patterns on the long-term movement of

stocks.

2. To develop a method for predicting a stock’s close price and make a comparative analysis

of the financial performance of all the Nifty-50 stocks using kernel adaptive filtering

algorithms.

10



3. To develop a method for predicting stock’s mid-price and make a comparative analysis

of the financial performance of all the Nifty-50 stocks using kernel adaptive filtering

algorithms.

4. To develop a method for predicting the movement of stocks by augmenting the basic time

series with additional statistical features. This is done to improve upon the prediction

performance.

We must point it out here that these objectives are accomplished and implemented over the dif-

ferent time windows of the Nifty-50 dataset using different deep learning and KAF classes of

algorithms. To the best of our knowledge, the work presented in this thesis is the first wherein

we comprehensively analyze the price of a stock on multiple time windows and test the appli-

cability of the methods in real trading.

1.5 THESIS OUTLINE

The subject matter of the thesis is presented in the following chapters,

✓ Chapter-1 provides an overview on the background and the research objectives of this

thesis.

✓ Chapter-2 presents a thorough review of the existing methods and techniques for stock

price prediction.

✓ Chapter-3 includes the details of the method to classify the trend of the market. In this

chapter, we propose two different approaches, 3D convolutional neural network and the

3D ensemble method and compare them with different state-of-the-art methods. A de-

tailed description of the proposed methodology, dataset, models used, experiments, and

their results are incorporated in this chapter.

✓ Chapter-4 includes the detail of the proposed method: online KAF class of algorithms.

Here, we try to predict the close and mid prices of fifty stock making up the main index

of NSE: Nifty 50. The chapter includes all the details of the proposed methodology,

experiments, and results.
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✓ Chapter-5 includes the details of the feature engineering concept with the help of the

KAF class of algorithms. In addition, a detailed description of the proposed methodology,

dataset and model used, experiments, and their results are incorporated in this chapter.

✓ Chapter-6 includes the summary and conclusion.
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REVIEW OF LITERATURE
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Stock price prediction is one of the non-trivial problems of literature. Previous research

has shown that stock market prediction is noisy, chaotic, and follows non-linearity (3). In

this regard, numerous studies have attempted to explain that stock price prediction is difficult

because of inherent non-stationarity in the data (73). In traditional prediction, the techniques

were based on technical analysis with standards of resistance, support, and indicators using

past prices (74). In this chapter, we summarize the existing methods and algorithms proposed

by various authors to forecast stock movements and prices. We also present a performance

analysis of the popular machine learning, deep learning, online learning-based, and feature-

based methods. The rest of the chapter has been organized into different sections. Section 2.1

provides a general overview of the traditional methods for stock prediction. Section 2.2 and 2.3

discusses the contribution made by various authors using machine & deep learning methods.

The contribution of online and feature-based methods is included in Section 2.4.

2.1 OVERVIEW OF THE STOCK PRICE PREDICTION

Stock price prediction is widely regarded as one of the most important yet difficult problems

in financial research (75). However, an investor’s ability to consistently exceed the market in

terms of risk-adjusted return may violate the so-called efficient market hypothesis. According

to the efficient market hypothesis (EMH) proposed by Fama in 1970 (4), market prices move in

a random manner and that it is impossible to predict how they will change in the future.

The EMH differentiates three types of market efficiency: weak, semi-strong, and strong

(4), (76).

The efficient market hypothesis and the assumption that securities are priced rationally

have been challenged an increasing number of times throughout time (77), (78). Several market

anomalies have been observed (79), including financial market overreaction (80) and under-

reaction, the presence of long-term reversal, short-term momentum, and excessive asset price

volatility, all of which provide evidence against the efficient market theory (especially in its

weak-form) (78). Some studies proposed EMH-compatible explanations for such anomalies,

such as the fact that over and under-reactions occur at random and are equally common (4), and

the idea that institutional investors may offset for the anomalies caused by less skilled investors
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(81). However, there was scepticism that a model based on investor rationality could account for

the abnormalities (78). This prompted a shift toward models that included human psychology,

resulting in the creation of behavioural finance (80), which casts doubt on investors’ perfect

rationality due to behavioural biases such as overreaction, overreacting, and loss aversion (82).

One attempt to integrate the EMH with behavioural finance is the adaptive markets hypoth-

esis (AMH), which recognises and explains the existence of anomalies in financial markets. In

(83), the authors provides a comprehensive detail of the evolution of the efficient market the-

ory. Given the possibility of market anomalies, it is not unexpected that a substantial number of

market participants base their expectations for future stock prices on historical market prices,

company-specific information such as previous earnings, profits, and other considerations (84).

Furthermore, because historical profits may represent investor sentiment, investors generally

expect short-term returns to continue. Given such expectations and the prevalence of market

anomalies, using historical data to anticipate the stock market becomes reasonable. Funda-

mental and technical analysis are the two well-known analytical methodologies used in stock

market prediction research (85), (86), (87). The focus of fundamental analysis is on the most

basic facts. Fundamental information such as a company’s revenue and cost, yearly growth rate,

market position, and other information included in financial statements or reports (88) is used

to anticipate a company’s stock price or return.

If a stock index, which represents a collection of many different company stocks, is fore-

casted, the same type of information as well as market environment information such as ex-

change rates, trade, national productivity or interest rates can be used. All of these character-

istics will have an effect on how the firms in the stock index operate. Technical analysis, on

the other hand, is the investigation of past stock price and volume data to forecast stock price

changes (89), (86), (90). The majority of previous studies forecasted stock prices and returns

using statistical time-series approaches based on historical data (91). The auto-regressive mov-

ing average (ARMA), auto-regressive conditional heteroscedasticity (ARCH), moving average,

autoregressive integrated moving average (ARIMA), exponential smoothing, and Kalman fil-

tering, are the most commonly used methods. (89), (92), (93). With the rise of AI and soft

computing, these techniques have attracted considerable interest in stock market prediction re-

search. These methodologies, unlike standard time series methods, can deal with the stock

market’s nonlinear, chaotic, noisy, and complicated data, resulting in more accurate predictions
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(94). As a result, these methodologies provide novel and favourable options for financial mar-

ket forecasting. Further, data is an important component of stock market forecasting and play a

crucial part in the prediction process, in addition to the forecasting technique. All of the above-

mentioned analytical approaches use selected data (variables) for model construction over a

given time period. Time series data such as stock index prices, returns, volatility, and interest

rates, are frequently seen in stock price prediction (95).

2.2 TRADITIONAL ML-BASED METHODS AND DATA SOU-

RCES FOR STOCK PRICE PREDICTION

ML has emerged as another popular area for time series prediction. Among the available pop-

ular techniques, machine learning methods are researched mostly due to their capabilities for

recognizing the complex pattern in stock prices (96). The foundation of machine learning is

the idea of knowledge extraction from data. (97). In stock market prediction, supervised learn-

ing is the most extensively utilised machine learning approach. The procedure begins with

the selection of relevant information (such as financial news) and/or time-series data (such as

stock price and/or return) from a given time period (98). A target class must either be predeter-

mined or known when the goal is to solve a classification problem. The associated data must

be pre-processed, which includes cleaning and removing any data that is missing or blatantly

irrelevant such as identifiers. Then, using the underlying time-series data, such as closing price

information, technical indicators may be generated (99). After the data has been cleaned and

technical indicators have been collected, the data is further pre-processed using scaling and di-

mensionality reductions (such as feature extraction, and feature creation, and feature selection,)

to retrieve useful variables and filter out irrelevant ones (100). Pre-processed data is frequently

used to make accurate forecasts. The aim is to choose an existing or innovative machine learning

approach to predict the target variable once the input data are available.

In this context, several machine learning algorithms for stock market forecasting have

been explored in the literature. The most commonly used approaches include artificial neural

networks (ANNs) (101), (102), support vector machines (SVMs) (103), (104), and their deriva-

tives (105), (95), (106). Moreover, based on the time-varying and non-linearity aspect of time
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series, there is a massive demand for online prediction algorithms. It follows the idea of sequen-

tial calculation and generates faster and more accurate outcomes (14). To date, various methods

have been developed, such as neural networks (NN), kernel adaptive filtering (KAF) algorithms,

online support vector regression (SVR), and so on (16). However, neural networks suffer from

slow convergence and significant computing needs. In addition, SVR and Kernel methods have

no problem falling into the local optimum. SVR has a strong generalization ability (107), but

it is just suitable for smaller data. In addition, a multi-filters neural network (MFNN) is also

used to predict stock price movement. The performance of the MFNN was found to be better

than other NN approaches, SVM, and random forests (RF) (33). In (108), the authors combined

SVR and kernel principal component analysis (KPCA) to enhance prediction accuracy that may

help investors for short-term decisions.

Other machine learning approaches such as random forests (109), (110), decision trees

(111), k-nearest neighbour (KNN) classifiers, and Bayesian networks (112) have also been used.

With ML’s recent success, it has transformed how investors utilise data and now provides ideal

analytic options for all sorts of investments. As a result, machine learning is a valuable tool for

assisting with financial investments. Table 2.1, Table 2.2 and Table 2.3 shows the benefits and

drawbacks of each machine learning technique used in finance. Machine learning algorithms

aid in the prediction of future events based on current or historical data. Regression and classifi-

cation may both be used to make predictions. However, because each of the strategies described

have their own strengths and limitations, several studies have attempted to improve their pre-

dicting accuracy. As a result, for predicting stock prices or returns, combinations of different

algorithms such as KNN+SVM (113), (94), ANN+SVM (114), (115), and others have been ex-

amined. In (116), the authors utilized four datasets i.e. NYSE, NIKKEI, NASDAQ, and FTSE,

applied seven machine learning algorithms for stock price prediction that includes random for-

est, bagging, AdaBoost, decision tree, SVM, KNN and ANN. The auhors found that the random

forest and bagging outperformed other methods. In a different study (117), the authors forecast

the daily stock prices index’s direction movement using ANN and SVM. The experiments were

performed with the Korea Composite Stock Price Index (KOSPI), the Shenzhen Stock Exchange

(SZSE), The KSE-100 index of the Pakistan Stock Exchange, and the the Nikkei 225 index of

the Tokyo Stock Exchange, for the most recent ten years, i.e. from 2011 to 2020. The daily

high, closing, daily low, and opening prices of various technical indicators collected from the

daily stock trading were utilized as input layers to develop the architect of a single layer ANN
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and SVM model with polynomial kernels, radial basis function (RBF), and linear. The findings

show that ANN outperforms SVM model in terms of accuracy and F-score when predicting the

direction of the daily closing price movement of the Nikkei 225 index, KOSPI index, SZSE

composite index, and KSE-100 index. In addition, (118) also used ANN and SVM models as

classifiers to forecast the daily Istanbul Stock Exchange 100-index. The architectures of the two

models were created with the help of ten technical indicators as input layers. In (119), to antic-

ipate the price level of five important worldwide stock markets the STSE100, DAX, S&P 500,

CAC40, and Nikkei the authors employed resilient back-propagation neural networks (RBNN).

In order to estimate the price level, the author used a variety of technical analysis tools, in-

cluding stochastics, oscillators, indicators, and indexes along with RBNN. Moreover, in (8), the

authors used four distinct machine learning algorithms, including random forest, SVM, ANN,

and Naive-Bayes, with two different ways for input to these models to forecast the direction

movement of the stock and stock price index for the Indian stock market. The experimental

findings demonstrate that the performance of the random forest outperforms the other models

when the real values of the technical indicators are utilized as input layers. The performance

of all four models is enhanced for the second strategy when the technical indicators are applied

as trend deterministic layers. Moreover, in (120), to predict the short-term stock prices, the

authors proposed the idea of using online data sources with ensemble methods. The system has

two main parts; AI platform and a knowledge base. In AI platform, the authors worked with the

four widely used ensemnble methods; a NN regression ensemble, a random forest regressor, a

boosted decision tree, and a support vector regressor ensemble. Further, the "knowledge base"

includes the following information: trends in Google searches for a particular stock ticker, the

quantity of unique visitors to relevant Wikipedia pages. Historical stock prices, counts and

sentiment scores of news articles published about a particular stock, a number of well-known

technical indicators. The authors found that the proposed method can accurately forecast the

stock price one day in advance with a mean absolute percent error (MAPE) of 1.50 percent.

Moreover, feature selection approaches (121), (122), feature extraction methods such as

principal component analysis (PCA) (123), (124), evolutionary algorithms such as genetic al-

gorithms (GA) (125), Wavelet transformations (126), and particle swarm optimizations (127),

to name a few, have all improved the forecast accuracy of the methods listed above. However,

the high dimension of input variables makes the learning process long, and the final model

computational complexity becomes very large (113).
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Moreover, feature selection methods have a lot of potentials to improve the model perfor-

mance. To anticipate market trends, (128) combined SVM with hybrid feature selection method.

Supported sequential forward search (SSFS) was used as the wrapper for the feature selection

part, and the experiments were performed on multiple datasets. In addition, the authors of the

research (111) developed a method based on the mix of multiple feature selection algorithms.

Taiwan Economic Journal (TEJ) dataset was used to evaluate the proposed method. To find

significant features, the authors applied principal component analysis (PCA). Further, GA and

classification and regression trees (CART) algorithms were evaluated, and the comparison of the

various feature selection method was also presented. In their investigation, the authors incor-

porated both fundamental and macroeconomic indexes. In (129), the authors found that feature

selection methods improve the performance of the decision tree on multiple datasets. Also, the

authors assessed both probabilistic distance-based and multiple inter-class feature selection ap-

proaches. In another study (130), the author predicted the hourly movement directions of eight

banking stocks listed on the Borsa Istanbul exchange using stock prices and technical indicators

as features. The authors then chose various prediction models, including linear-based (SVM),

LSTM, ensemble learning (LightGBM). The performance of the model was evaluated in terms

of accuracy and F-measure metrics. By utilising a straightforward eight-trigram feature engi-

neering method of the inter-day candlestick patterns, the authors of the research (131) builds an

unique ensemble machine learning framework for daily stock pattern prediction.

This framework combines traditional candlestick charting with the most recent artificial

intelligence techniques. The authors found that, in most cases, technical indicators, especially

momentum indicators enhances the prediction accuracy. A hybrid GA-XGBoost prediction sys-

tem with better feature engineering was developed in a research (69). This system uses the hy-

brid GA-XGBoost algorithm to choose the optimal feature set while also expanding the feature

set and preparing the data. Additionally, this study empirically showed that, in order to achieve

balance and harmony between the curse of dimensionality and the blessing of dimensionality,

feature engineering methods should be purposefully combined with a baseline learning model.

These machine learning methods had a drawback of large time consumption during the learn-

ing process. Much of the current literature on stock market prediction pays particular attention

to machine learning (ML) techniques. However, the machine learning methods’ performance

remains unsatisfactory and needs significant improvement.
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2.2.1 DATA SOURCES

Financial variables, macroeconomic variables, and technical indicators have all been identified

as the most relevant factors influencing stock price changes in the literature (111). However,

because there is no universal agreement on all factors crucial to stock market forecasting, there-

fore, research used varied sets of variables as input data for their prediction models.

1. Technical indicators Since technical indicators are crucial for determining when to buy

and sell stocks, they are frequently utilised as input variables in most prediction methods.

(87). Basic technical indicators and additional technical indicators are two categories into

which the technical indicators can be categorized.

2. Macroeconomic indicators Macroeconomic variables have garnered a lot of attention

in stock market research (132), (133), (134), (135). Economic performance, exchange

rates, commodities, and interest rate & money supply are the four subcategories for this

category.

3. Fundamental indicators Fundamental indicators related variables have also attracted

interest in stock market prediction research (136), (121), (137), (85), (138), (134). Two

sub-categories of such variables are also discussed: (1) "stock information variables",

which are based on or connected to a specific company’s stock listed on a public stock

market, and (2) "balance sheet & profit and loss statement variables," which are financial

reporting variables.

4. Other Variable The other variables are grouped together as "other variables," with no

further subdivisions. Some research, for example, used other indices’ (139), (135), (140)

price data or factors collected from financial news (94), (141), (142), adhoc announce-

ments (143), and tweets (144) to predict a specific stock market.
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2.3 DL-BASED METHODS FOR STOCK PREDICTION

Deep learning is the most recent development, represented by various deep neural network mod-

els. Deep learning has seen enormous success in the last couple of years due to the availability

of the large datasets, the parallel processing power of graphics processing units (GPUs), and

the new network architectures (161). Deep learning models have outperformed both linear and

machine learning models on tasks such as stock market prediction, thanks to their excellent

capacity to cope with large amounts of data and learn the nonlinear relationship between in-

put characteristics and prediction objective (161). Further, both the fundamental tools for deep

learning and novel prediction methods have emerged rapidly. Further, in recent years, there has

been a growing body of research on using deep neural networks to estimate financial market

prices, such as exchange rates, stock prices, banking, option pricing, and financial crises (162).

Another study (163) examines the use of evolutionary computation methods to solve finan-

cial issues, including multi-objective evolutionary algorithms, genetic programming, genetic

algorithms, co-evolutionary approaches, learning classifier systems, and distribution algorithm

estimates.

Besides, in order to increase the performance of standard models, hybrid networks have

been created in addition to traditional multilayer feedforward networks with gradient descent

backpropagation. Recent evidence reveals that cutting-edge NLP approaches are being em-

ployed for financial forecasting, which might be problematic if text such as financial news or

tweets is used as input for stock market prediction (164). Another study (165) addresses a

broader subject in both machine learning approaches, including deep learning, and quantitative

finance, ranging from financial portfolio allocation and optimization to high-frequency trading

systems. The authors of (166) focuses on fundamental and technical research, and discovers

that the most often utilised machine learning approaches for stock market prediction are support

vector machine and artificial neural network. The authors of (167) highlights certain challenges

and research prospects based on his assessment of stock analysis including self-defeating, al-

gorithmic trading, sentiment analysis on company filings, long-term projections, live testing,

.

We believe that the benefits of deep learning techniques will continue to grow with the
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accumulation of historical prices and a variety of input data types, such as financial news and

twitter, and that it is vital to stay current with this trend for future study. In this regard, numerous

studies have attempted to explain that research effort has been made to address the prediction

problem. For example, in (168), the authors used a wavelet denoising-based backpropagation

(WDBP) neural network to make predictions for stock indices. In (169), the authors analyzed

multi-layer perceptron, dynamic, and hybrid neural networks to make short-term predictions.

Work in (170) used LSTM network for predictions. The authors of (171) made a comparison

between ARIMA and LSTM. The authors found that LSTM outperformed ARIMA by a good

margin. (172) proposed a combination of LSTM and GRU for stock market predictions on the

S & P 500 stock index. Different versions of ResNet (v50, v101, v152) and Inception (v3, v4)

class of neural networks have also been applied in this domain (173).

In (174), the authors argue that further study is needed to determine how certain important

events, more especially global and local events, affect various top stock businesses (country-

wise). The authors take into account four nations from the lists of established, emerging, and

undeveloped economies: the United States, Pakistan, Turkey, and Hong Kong. The authors

(174) specifically looked at how several significant events that had place between 2012 and

2016 affected stock markets and used the Twitter data for analysing the sentiment for each of

the events. For stock exchange forecasting, the authors utilized linear regression, support vector

regression, and deep learning. The authors of the research (175) worked with the Korean and

the United States (US) market data from 2012 to 2018 and used top five stocks for experimen-

tation. Further, the authors applied the concept of transfer learning to improve the predictive

performance of the mode. Initially, an LSTM model is trained on large data and the second step

involves fine-tuning the underlying model to improve performance utilizing a modest quantity

of data from a target stock and several input feature types.

The performance of a deep feed forward NN and shallow designs, such as SVM and

one-layer NN, is compared in (176) when it comes to forecasting a wide range of stock price

indices in developed and emerging markets. A thorough analysis is conducted utilizing tick

level, minute, hourly, and daily data pertaining to 34 financial indexes from 32 nations during

a six-year period. The authors found that when using DNN to forecast stock price indices, the

ReLU activation function outperforms Tanh across all markets and time horizons. In addition,

the authors of (177) also worked with various ML and DL methods for stock market group
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future predictions. Four groups from the Tehran Stock Exchange were chosen for experimental

evaluations: non-metallic minerals, petroleum, diversified financials, and basic metals. The au-

thors claimed that LSTM reveals more accurate results with the best model fitting ability out of

all the algorithms employed in this study. Moreover, in another study (178), the authors worked

with several ML and DL model on the Indian NSE stock and collected 33 technical indicators

from daily stock prices, including the open, high, low, and closing price. Deep learning models

outperform machine learning approaches in terms of performance.

Moreover, in another research (179), based on historical data from financial time series,

this research proposes a deep learning framework to forecast price movement direction. The

framework combines an LSTM network for prediction with a CNN for feature extraction. For

data input into the framework, the authors employ a three dimensional CNN, including the

information on technical indicators, correlation between stock indices, and time series. The

experimental findings show that the framework beats state-of-the-art models in forecasting the

direction of stock price movement. In addition, the authors of (180) also proposed LSTM

architecture for predicting the next-day closing price of the S&P 500 index. Using the selected

input variables, single and multilayer LSTM models were created, and their performances are

evaluated using standard evaluation metrics. The experimental findings reveal that single layer

LSTM models outperform multilayer LSTM models in terms of fit and prediction accuracy.

In another research (181), the authors proposed a time series to image conversion method

utilizing 15 technical indicators and 15 intervals of technical indicators to create an image of

dimension 15×15. However, the strategy neglected the possible effect of correlated stock mar-

kets. Moreover, in one of the research (182), the authors proposed a CNN-based framework

that can be used to analyze data from many sources, including various markets, to extract char-

acteristics for forecasting the future of such markets. Based on several sets of starting variables,

the proposed framework has been used to forecast the direction of movement for the DJI, S&P

500, NYSE, RUSSELL, and NASDAQ indices the next day. To address the issue of (181),

the authors of (182) proposed a method to create a 3D input tensor for CNN to extract market

features. Furthermore, the experimental findings demonstrated the usefulness of the 3D input

tensor in extracting features, which helped to improve the model’s performance in forecasting

the direction of stock price movement.

Apart from the above discussed methods, there are several studies wherein the authors

26



comprehensively analyzed existing stock prediction methods. In (183), a large and growing

body of literature was investigated that provides a systematic overview of NN applications in

business from 1994 to 2015, revealing that the majority of the research has aimed at bankruptcy

problems and financial distress, decision support, and stock price forecasting with a special fo-

cus on classification tasks. In another research (184), the author provides a review of the most

relevant deep learning studies published between 2009 and 2015, which include approaches for

projecting future market movements, preprocessing and grouping financial data, and mining fi-

nancial text data, among others. In (185), the authors analyses about 100 relevant studies focus-

ing on neural and neuro-fuzzy approaches developed for forecasting stock markets, including

input data classifications, performance evaluation, forecasting methodology and performance

measurements employed.

Deep reinforcement learning (DRL) is another popular field of the deep learning. Au-

tomated trading is one of the study fields that has benefited from the recent success of deep

reinforcement learning (DRL) in handling difficult decision-making problems. Recurrent re-

inforcement learning (RRL), the groundbreaking work of in (186) proposed sharp ratio (SR),

which was introduced as a risk-aversion evaluation as a performance measurement, has been

recognised as a pioneering research in automatic trading. Before using a modified RRL tech-

nique, the authors of (187) were the first to employ a CNN to extract features from the financial

information. A DRL model that takes into account trading numerous assets was presented in

(188). Three different NNs (LSTM, CNN, and basic RRN) were utilized in their model, each

of which had an equal say in forecasting the trade choice. The authors of the research (189)

proposed DRL method with two deep learning layers. To extract the historical price data for

each trading asset, the first layer consists of a collection of LSTM units, one for each asset. The

interrelationships between trading equities were modeled by the second layer, called CAAN, us-

ing an attention mechanism. Furthermore, (190) proposes a unique multi-stock trading model

based on free-model synchronous multi-agent DRL that can interact with the trading market

and accurately reflect the financial market dynamics. An extensive historical trading data set

from the American stock market is used to validate the effectiveness of the proposed model.

The financial industry faces major hurdles due to the dynamic nature of stock markets and their

growing complexity, which makes it difficult for rigid trading techniques created by seasoned

financial professionals to perform effectively in all market situations. Deep reinforcement learn-

ing techniques and adaptive stock trading strategies are proposed as solutions to this problem
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in (191). In order to effectively circumvent the drawbacks of supervised learning techniques,

the work in (192) provides a DRL model to produce profitable stock market trades. The authors

modeled the problem as a Partially Observed Markov Decision Process (POMDP) model. The

Twin Delayed Deep Deterministic Policy Gradient (TD3) technique is then used to solve the de-

fined POMDP problem. The reader can refer (193), (194) for further details on DRL utilization

in the financial market.

Moreover, in (195), the authors applied four deep learning models, namely, multilayer

perceptron (MLP), CNN, RNN, and LSTM to forecast stock prediction for the New York Stock

Exchange, and the National Stock Exchange (NSE) of India. The authors found that the deep

learning models performed superior than ARIMA. In addition, the authors of the research (196)

also found that the deep learning models showed better predictive capability than traditional

neural networks, naive Bayes, logistic regression, and decision trees. In a research (197), it was

found that the trained CNN obtained satisfactory out-of-sample prediction accuracy. The use

of 3D CNN is also explored in (198). The authors converted the stock data into 3D images and

classified the stocks’ directional trends for trend prediction; buy, sell, and hold. The experi-

ments were performed on fifty-five different companies of the NSE-50 dataset. Another study

(199) used RNN and LSTM to forecast Bitcoin price, with the feature engineering part opti-

mized using the Boruta algorithm and achieved results similar to the random forest. In (200),

authors used a deep learning system that was trained on a universal collection of financial mar-

ket features. The dataset comprised all buy and sell records and cancellations of orders for the

order book. The authors discovered that performing feature selection before training the model

would have been better and it is an efficient technique to reduce computational complexity. The

multi-filters neural network was proposed by the authors of the research (33) as an end-to-end

model that employs deep learning methodologies for classification-based prediction and feature

engineering on multivariate financial time series. For classification-based extreme market pre-

diction, feature maps produced by several filters were utilized. Deep learning methodologies

were shown to outperform standard machine learning and statistical approaches.

It is evident that deep learning methods have significantly improved stock price prediction.

On the contrary, these methods require an adequate amount of computational resources. An-

other downside is that they are trained using batch learning, making them less suitable for high-

frequency real-time trading. This has given opportunities for online methods. The time-varying
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and nonlinear nature of the online KAF-based learning methods have made them popular for

stock price prediction in recent years (71).

2.3.1 DATA SOURCES

1. Market data All stock market trading actions, such as high, open, low, close prices,

trading volume, and so on, are included in market data. It is utilised as an input feature

for example, historical prices in a look-back window as well as a forecast target such as

the close price of the next day.) (201).

2. Text data Individuals’ text contributions, such as social media, news, and online searches,

are referred to as text data. These data are difficult to obtain and analyse as alternative

data, but they may give important information not found in market data. On this text data,

sentiment analysis may be utilised to generate a sentiment factor such as neural negative

or positive that can then be used for prediction (202).

3. Macroeconomics data Macroeconomic indicators such as the Gross Domestic Product

(GDP), Consumer Price Index (CPI), and others, represent the economic situation of a cer-

tain nation, region, or sector. These indicators are important in the stock market because

they may affirm the quality of a stock market gain or drop by displaying how healthy the

overall stock market is (203).

4. Knowledge graph data Different firms and markets have some sort of interaction, for

example, the movement of stocks in the same sector might be influenced by the same

news. Knowledge graph data from free sources like FreeBase and Wikidata may now

be leveraged to increase prediction performance (204), thanks to the recently built graph

neural networks (205).

5. Image data Inspired by the success of convolutional neural networks in 2D image pro-

cessing, such as classification and object identification, candlestick charts are used as

input pictures for stock prediction (206). Despite the fact that satellite and CCTV images

or videos are used to monitor the status of enterprises and may be beneficial for stock

price prediction, they are never included in the surveyed papers owing to the high cost of

collection and the risk of privacy leakage (207).
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6. Fundamental data Accounting data, such as assets, liabilities, and so on, is the most

prevalent sort of basic data that is provided quarterly. However, it is employed less fre-

quently in research with deep learning models due to the low frequency of reporting and

the inaccuracy of the reporting date. A risk of employing future data exists, for instance,

since the basic data presented is indexed by the final date included in the report and comes

before the release date (166).

7. Analytics data Data derived from reports (e.g., a recommendation to sell or purchase

a stock) offered by investment banks and research organisations that conduct in-depth

analyses of businesses’ business models, activities, competitors, and so on is referred

to as analytics data (208). While these studies may be pricey, they contain valuation

information that is shared among a variety of users who all wish to profit from it.

2.4 ONLINE LEARNING METHODS FOR STOCK PRE-

DICTION

To reduce the computational burden, kernel-based online learning algorithms have become

gradually popular (33), (47). In this respect, recurrent kernel online learning is applied to

predict the transaction price of specific products. It was observed that the model was stable

with a low dependency on parameter settings (209). There is sufficient literature that suggests

that modeling the movement of a stock price is non-trivial. In this respect, adaptive filtering has

proved to be a standard option for the prediction model for streaming data with non-stationary

properties (210). KAF can therefore be used for sequential prediction of stock prices by exploit-

ing the market interdependence. KAF are preferred because they are non-parametric, have low

computational complexity, and it converges very fast (52). In this domain, multiple algorithms

are proposed for non-stationary data. They are preferred due to insensitivity towards design pa-

rameters (210). Multi-step predictions for stocks using meta-cognitive recurrent kernel Online

Learning are proposed in (211).

Due to its elegance and simplicity, the least-mean square (LMS), which can only be de-

scribed in terms of inner products, is the workhorse of adaptive signal processing (47). As a

result, it has been a natural choice for online kernel-based learning. KAF is not widely applied
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on stocks data for intraday trading, but its applied on different time series data. Contrary to the

widely held belief in kernel techniques, the authors of the research (47) demonstrates that the

KLMS algorithm may be properly posed in RKHS in the finite training data scenario without

the need for an additional regularization term to penalize solution norms. From the perspective

of regularization, the impact of the KLMS step size is also investigated. In order to substanti-

ate the claim that the KLMS method can easily be applied in high-dimensional spaces, notably

in RKHS, to create stable, nonlinear algorithms with performance comparable to regularized,

batch solutions two experiments were conducted.

A type of kernel approach that has gained significant attention in the study of time series

online prediction is kernel recursive least squares (KRLS) (49). KRLS updates in a recursive

fashion and has a low computational cost. However, the computational difficulty of construct-

ing the kernel inverse matrix rises as data size does. Additionally, it has several issues with

surroundings that change over time. Additionally, it has some difficulties in adapting time-

varying environments. To address the challenges of KRLS, in (16) the authors presented an

improved KRLS algorithm for multivariate chaotic time series online prediction. The authors

validated the effectiveness of the improved KRLS on three time series; yearly sunspots and

runoff of the Yellow River chaotic time series, ENSO indexes chaotic time series, and Lorenz

chaotic time series.

In another study (212), a modified quantized kernel least mean square (M-QKLMS) algo-

rithm, an enhancement of the quantized kernel least mean square (QKLMS) is proposed wherein

the gradient descent approach is used to update the filter coefficient. In a research (213), the au-

thors proposed a KAF-based framework for stock price prediction. By taking into account the

inter-dependencies between stock markets, the framework sequentially predicts stock prices.

The authors validated the frameworks’ effectiveness on 24 stocks from three major economies

and achieved comparatively low values for MSE.
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CHAPTER 3

SECTOR INFLUENCE AWARE STOCK

TREND PREDICTION USING 3D

CONVOLUTIONAL NEURAL

NETWORK
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3.1 INTRODUCTION

This chapter tries to classify the trend in a stock’s price and observe the effect of short-term

patterns on the long-term movement of stocks. The main objective of the work is to increase

the annual return on investment while simultaneously capturing the influence of one company

on another from the same sector. Specifically, we attempt to classify the trend into three cate-

gories: Buy, Sell, and Hold. The research is motivated from the fact that in recent years CNNs

have shown remarkable performance improvement. In this regard, CNNs have shown excellent

breakthroughs in image classification (11), hence, following this precedent, we also convert a

financial time series into an image (or 3D image). To do that, we complement a stock’s clos-

ing price via additional features (technical indicators) (169). Furthermore, and in contrast to

existing literature, e.g., (172), (181), (214), we do not focus on predicting the trend in a single

company, rather, the goal is to propose a framework that could predict the trend while analyz-

ing a sector as a whole. To that end, multiple technical indicators are computed, out of which

the best fifteen indicators (or features) are selected via Hierarchical Clustering. After that,

data of five similar companies are grouped together and the entire compendium is put into an

15×15×5 image. Classification of a stock’s trend happens on this 3D image. For the purpose

of classification, we experiment with 3D CNN and ensembled-CNN. In the context of the pro-

posed ensembled-CNN, studies have found that these methods offer strategies for combining

many a single classifier into a global model (215), (216). This combination of methods out-

perform standalone classifiers in terms of numerical accuracy. Hence, we also follow the same

idea in this chapter. To validate the viability of the proposed work in practice, experimentation

is performed on real datasets.

We work with forty-five different stocks at the National stock exchange (NSE). Through

extensive numerical simulations, we have found that the work presented in this chapter out-

performs similar techniques in the literature. Particularly, the work presented here shows good

performance in terms of accuracy and annual returns. The model achieved up to 35% returns in

some cases, with the average being 9.19%. A more detailed discussion on the numbers is pre-

sented in Section 3.3. It should be noted here that for some stocks, the proposed ensemble-CNN

outperformed the proposed 3D CNN, whereas the reverse happened in a few cases. Neverthe-

less, through the work proposed in this article, the trend capturing capacity, however modelled,
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is indeed admirable.

We must point out here that the overall objective of this chapter is to present a set of guide-

lines that could help future work in trend prediction. Moreover, through the work presented

here, we also want to emphasize upon the idea of Sector aware stock prediction to achieve op-

timum results. In other words, we want to engineer an algorithm trading protocol that could

generate signals for the medium and the short term. These signals would deliver optimum re-

sults with a minimum risk-to-return ratio. In this regard, the following points summarize the

essence of the chapter in brief:

• We propose a 3D CNN and a 3D-ensemble CNN approach for stock trend classification.

This is accomplished by transforming a non-stationary time series into images. Subse-

quently, the images are categorized into: Buy, Sell, or Hold.

• The main objective of the chapter is to increase the annual return on investment while

simultaneously capturing the influence of one company on another from the same sector.

• We compute several technical features for the financial time series. Out of which, the best

ones are selected with the help of Hierarchical Clustering. We have also tried applying

K-means, however, it produced inferior results.

• We compare the proposed method with different state-of-the-art methods in the literature.

Through extensive numerical testing performed on forty-five stocks, we try to show the

supremacy of the work in practice. We further make an attempt to show that though

the idea of grouping companies together is new, it could be the way forward in trend

classification.

• To the best of our knowledge, first we apply the paradigm of 3D CNN and ensembled-

CNN to examine the effect of sector aware trend classification.

This chapter has been organized into various sections. The proposed methodology is dis-

cussed in Section 3.2. The experiments performed and the results are described in Section 3.3.

We discuss the shortcomings of the work in Section 3.4. Finally, the conclusion and future

directions are given in Section 3.5.
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3.2 PROPOSED METHODOLOGY

This section expands upon the details of the proposed approach. The overall methodology has

been divided into three main parts. They are as follows:

1. The first subsection describes the model architecture in detail.

2. In the second subsection, we discuss the procedure of feature selection using hierarchical

clustering. Herein we also expand upon the process of converting a non-stationary time

series into an image.

3. Finally, a discussion on labeling of stock’s close-price is presented in Section 3.2.3.

Figure 3.1: Proposed framework for Stock Trend Classification.

3.2.1 MODEL ARCHITECTURE

The overall framework of the proposed approach is presented in Figure 3.1. As visible, the

system takes in the Open, High, Low, Close prices. From these variables, various technical
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indicators are computed and additional features are constructed. Note, these features are com-

puted for different time periods (6-20). Out of these multiple features, we find the best ones via

hierarchical clustering. It was discussed in the previous section that the focus of this chapter

is on a certain sector, therefore, five similar companies are grouped together. The entire data

is then converted into a 3-Dimensional image of size: 15× 15× 5. This image was fed into

the proposed system for classification. For classification purpose, we have used two different

models. In the rest of the section, we expand upon the procedure in detail.

3.2.1.1 3D CONVOLUTIONAL NEURAL NETWORK

Convolutional neural networks (CNNs) are feed forward neural networks that take 2D or 3D

images as its input. The complete architecture of the CNN is shown in Figure 3.2. In this

approach, the image of dimensions 15× 15× 5 is given as input to the model. The first layer

pads the input image with three zeros along all three dimensions. The next two layers are the 3D

convolution layers with filters of size 2×2×2 and a stride of 1×1×1. The numbers of filters

used in the two convolution layers are 32 and 64, respectively. Next, we apply a 3D max pooling

layer, also known as sub-sampling layer, with a filter of size 2×2×1. This sequence is repeated,

and we apply two more 3D convolution layers, followed by another 3D max pooling layer. The

parameters used in these layers are the same as the previous layers, except, the number of filters

in the two convolution layers is increased to 128 and 256, respectively. This resulted in an

output of shape 3×3×7×256. This 3D array constituting of 256 channels is flattened into an

array of size 16128 (product of 3, 3, 7, and 256) and fed into a dense layer of 1000 neurons.

This layer is also connected to another dense layer having 200 neurons. Both the dense layers

use a rectified linear unit (ReLU) activation function. Finally, this layer is connected to a layer

with 15 neurons, and the output is reshaped to 5× 3. Further, a softmax activation function is

applied to this output to make final predictions for five companies simultaneously.

3.2.1.2 ENSEMBLED CNN

In this section, we discuss the details of the proposed ensembled CNN model. It should be

noted here that in this article, we have complemented the idea of a 3D CNN with that of an

ensembled-CNN. In the context of building an ensemble model, three factors must be kept in

mind. They are as follows:
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Figure 3.2: Architecture of the proposed 3D CNN model.

1. Which classifier should be put together in the ensemble?

2. How to combine the result of the chosen classifiers?

3. How many classifiers should be ensembled?

To answer the first and the third question, we have combined the proposed 3D CNN and the

methods available in (181), (217), and (218). Lastly, to answer the second question, We use

a maximum voting ensemble approach to determine the optimum solution. It should be noted

here that the method presented in (181) is the predecessor of the work presented in this article.

From the discussion in this and the previous subsection, we now have a method that can classify

stocks. In the following subsections, we expand upon the details of converting a financial time

series into an image.

3.2.2 FEATURE SELECTION AND IMAGE GENERATION

In this section, we highlight the process of feature selection and image creation. We start the

discussion with feature selection.
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Figure 3.3: Hierarchical Clustering of Technical Features.

3.2.2.1 FEATURE SELECTION USING HIERARCHICAL CLUSTERING

To construct additional features, we use the notion of technical indicators. Technical indicators

are used to examine historical information about stocks and estimate their future. They are

a part of the technical analysis domain of financial instruments. When selected and used ap-

propriately, technical indicators may reveal incredibly valuable information about a company’s

stock. We calculated several technical indicators such as Chande Momentum Oscillator (CMO),

Relative Strength Index (RSI), Channel Commodity Index (CCI), Williams’ %R (WILLR) etc.

To be precise, we computed sixty-seven different technical indicators. During analysis, we re-

alized that similar indicators must be grouped together, i.e., they must be placed close to each

other in the 3D image. The intuition behind this is that since we are modeling data as a 3D

image and passing it through a CNN, our data must have the characteristics of an image. In an

image, adjacent pixels are related to each other by default, and they form patterns or features,

for example, the shape or color of the object. A CNN, by its design, uses these characteris-

tics for classification. Therefore, while forming images, we placed similar indicators together.

However, a fundamental question remained: How to find the best indicators? Moreover, how to

find similar indicators? To help answer these questions, we used hierarchical clustering (219).
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Figure 3.4: Clustering using K-means with K=7.

Hierarchical clustering produces a robust and reliable set of similar features in the form of a

dendrogram. Compared to other methods like K-means, it doesn’t require any manual inter-

vention. Furthermore, compared to K-means clustering, Hierarchical clustering offers various

advantages like fast processing, moreover, the number of clusters does not have to be defined

ahead of time. Further, the dendrogram is also used to illustrate features and the relationship

between them. To that end, we create a Euclidean distance matrix between all the data points

and use linkage-based hierarchical clustering. Figure 3.3 shows the dendrogram obtained after

applying the algorithm on the sixty-seven features. Based on this analysis, the top fifteen fea-

tures were selected and placed in the same order in the image. It should be noted here that we

also tried our hand at K-means clustering for feature selection. However, the procedure was too

tedious and required a lot of manual intervention. A sample set of similar features, obtained via

K-means, is presented in Figure 3.4. We, however, dropped this method owing to performance

depreciation and too much manual analysis.

3.2.2.2 CONVERTING A NON-STATIONARY TIME SERIES INTO IMAGES

This subsection discusses the conversion of stock data into 3D images. To do so, we have

proposed a novel technique for converting a financial time series into a 3D image. The overall
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(a) 3D Image Creation for stock’s close-

price.

(b) Labeling of stock’s close-price.

Figure 3.5: Image creation and labeling of stock’s price.

working of the procedure is summarized in Algorithm 1. To convert the financial time series into

3D images, we first group companies based on the sector they belong to, such as automobiles,

metals, etc. After grouping, we kept 15 companies in each sector to maintain consistency.

Next, we extracted 15 technical indicators (refer to section 3.2.2.1) for each company and for

15 different periods (6-20). This generated a 2D image of size 15× 15. The next step is to

stack 15 x 15 images to form 3D images. However, during this extraction process, we noticed

that the available data for the companies (start date and end date) differed heavily. Hence, if

we stack the data of all fifteen companies together, selecting common dates would lead to very

few 3D images. Therefore, we further divided the group of fifteen companies into three groups

of five companies based on nearby start dates. Thus, we create three subgroups in each sector.

Next, we created 3D images by stacking fifteen technical indicators for fifteen different time

periods (the 15×15 images, as described previously). This creates the training images of size

15×15×5 each. To generate the label for an image, first, each company’s labels (Buy, Hold,

Sell) were generated independently. After that, we stacked five companies’ labels together,

similar to the way we stacked five companies to create a single input image. The labels were

then encoded as one-hot vector, so with respect to each 15×15×5 image, we have a 5×3 label.

Thus, the output of the algorithm is a set of images of size 15×15×5 and a set of labels (Buy,
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Hold, Sell), with the shape of 5× 3. It should be noted that the above-discussed procedure is

for generating images from one sector. The same procedure was repeated for every other sector.

The main steps of Algorithm 1 are also summarized in Figure 3.5 (a). Moreover, in Figure 3.6

several images belonging to the Consumer Durable Goods sector are presented. The companies

used in this image are Johnson Controls Hitachi Air Conditioning, Havells India, Voltas, IFB

India, and Blue Star. Although these five companies are grouped together and trained in the

process, Figure 3.6 shows all the five companies separated along with their respective labels.

Three different versions, raw grayscale, smoothened grayscale, and smoothened color images,

are shown here.

Figure 3.6: One 3D image split into its components. Raw image (Gray Scale, top row),

Smoothened Image (Gray Scale, middle row), Smoothened Image (Colored, bottom row).
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3.2.3 LABELING OF STOCK’S CLOSE-PRICE

Labeled data is the fuel for supervised learning. This section presents the labeling procedure that

has been used to label the stock’s close price into buy, sell, and hold labels. In this respect, the

procedure for labeling followed in the article is shown in Algorithm 2. It should be noted here

that this method is taken from (181). The input to the algorithm is the data frame that contains

the close price for each day. The output is the label. The approach used here is a sliding window

approach. A window of size 14 is selected for computing labels. In each iteration, we compute

the maximum & minimum closing price within that window.

Next, we compared the middle index of the window to the maximum & minimum indexes

obtained in the window. If the maximum index corresponds to the middle index, the label is set

to "SELL." The reason is that if the price is higher, it will be profitable to sell. Furthermore,

if the minimum index corresponds to the middle index, the label is set to "BUY" as it will be

cheaper to buy stocks at less rate. If none of these two cases are applicable, then we label it as

"HOLD". Once the labeling process is done, and images are generated, they are fed into the

model described in Section 3.2.1 for classification. Figure 3.5 (b) shows the procedure followed

for labeling the stocks.
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Algorithm 1: Converting stock data into 3D images.
Input: set of five companies C

Output: set of images I (15×15×5), set of labels L (5×3)

1 Initialization: initialize start date (Sdate) and end date (Edate) to None

// Select the start and end date

2 Sdate←−Maximum (start date f or each company c ∈C)

3 Edate←−Minimum (end date f or each company c ∈C)

// 3D images conversion

4 foreach date j ∈ (Sdate, Edate) do

// Form a 15 by 15 2D array

5 foreach company c ∈C do

6 Rowi j←− ci[ j]

7 xi j←− Select 15 technical indicators f or 15 periods f rom Rowi j

8 Reshape xi j to 15 ×15 Matrix

9 Apply MinMaxScalar to xi j

10 yi j←− Rowi j[Label]

11 end

// Stack matrix and labels

12 Stack xi j to form a 15×15×5 matrix x j

13 Stack yi j to form a 5×3 matrix y j

14 Add x j to images I

15 Add y j to labels L

16 end

17 Return 3D images I and respective labels L
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Algorithm 2: Labeling of stock’s close-price
Input: Close price of a stock

Output: Labels for each stock

1 Initialization: windowSize = 14

2 while rowCounter <number_o f _Days do

3 rowCounter←− rowCounter+1

4 if rowCounter>windowSize then

5 windowBegin←− counterRow−windowSize

6 windowEnd ←− windowBegin+windowSize−1

7 windowMid ←− (windowBegin+windowEnd)/2

8 for i ∈ (windowBegin,windowEnd) do

9 Price←−ClosePrice[i]

10 if Price<min then

11 min←− Price

12 minIndex←− i

13 end

14 if Price>max then

15 max←− Price

16 maxIndex←− i

17 end

18 end

// assign labels

19 If maxIndex == windowMid, Label = ’Sell’

20 If minIndex == windowMid, Label = ’Buy’

21 Otherwise, Label = ’Hold’

22 end

23 end

24 Return Labels for each stock
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3.3 RESULTS

3.3.1 DATASET AND EVALUATION CRITERION

In this section, we try to validate the efficacy of the proposed work in practice. To do that,

experimentation is performed on the NSE dataset1. The dataset consisted of the following

fields: Open, High, Low, and Close prices for each day. Since the proposed method has a

sector-wise focus, hence, we selected fifteen different sectors in our analysis. These sectors are:

consumer durable goods, fast-moving consumer goods, financial service, information technol-

ogy, automobile, banking, energy-oil and gas, pharmaceuticals, metals, media and entertain-

ment, telecommunication, cement, energy-power, construction/realty, and textiles. For each of

the sectors mentioned here, we selected three companies each to show the results. Some of

these companies are Glenmark Pharmaceuticals, Ambika Cotton Mills, Sun Pharmaceuticals,

NDTV, Axis Bank, ICICI Bank and so on. The dataset was normalized between one and minus

one. Further, as discussed in section 3.2, we converted the numeric data into images of size

15× 15× 5. To evaluate the performance of the proposed method, standard metrics are used

(220). They are defined as follows:

Precision =
True Positives

True Positives+False Positives
(3.1)

Recall =
True Positives

True Positives+False Negatives
(3.2)

F1−Score =
2∗Precision∗Recall

Precision+Recall
(3.3)

1https://in.finance.yahoo.com/quote/%5ENSEI/
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It should be noted here that the Buy, Hold, and Sell labels were generated via Algorithm

2. The models were trained and evaluated over a period of 12 epochs with adam optimizer

(221) and categorical cross-entropy loss (222). Note that prior to experimentation, we broke

the dataset into two parts. The first part consisted of stock prices from January 1, 2000, to

December 31, 2016. This part was used to train the model. The second part consists of data

from January 1, 2017, to December 31, 2019 (3 years of data). This was used for out-of-sample

testing.

Table 3.1: Results after undersampling by various amounts.

Model details Results

Hold Buy Sell

Precision 0.95 0.00 0.00

No undersampling Recall 1.00 0.00 0.00

F1-Score 0.95 0.00 0.00

Overall Accuracy 90%

Precision 0.92 0.24 0.22

55% undersampled Recall 0.88 0.35 0.30

F1-Score 0.90 0.28 0.26

Overall Accuracy 83%

Precision 0.94 0.21 0.21

71% undersampled Recall 0.79 0.50 0.52

F1-Score 0.86 0.29 0.30

Overall Accuracy 76%

Precision 0.94 0.17 0.18

81% undersampled Recall 0.72 0.54 0.57

F1-Score 0.81 0.26 0.27

Overall Accuracy 70%
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3.3.2 IMPORTANCE OF UNDERSAMPLING

During analysis, we observed that the dataset has many Hold labels with very few Buy and Sell

Labels. More precisely, there were 5,62,383 Hold labels and, approximately 60,627 Buy and

Sell labels each. It is therefore understandable that the dataset is imbalanced. Therefore, to

address this, we decided to undersample the data and make the dataset balanced. Therefore, the

images with Hold labels were removed. This naturally increases the proportion of Buy and Sell

labels in the data set. With this modification, the effect of removing Hold labels by different

degrees is shown in Table 3.1. From the results shown in Table 3.1, it is clear that a model, when

trained on all the data without any undersampling, does not perform well. It has an F1-Score

of 0.95 on Hold classes and F1-Score of 0.01 and 0.00 on Buy and Sells classes, respectively.

We, therefore, undersample by various degrees. In this experiment, we observed that too much

undersampling also did not result in an improved model either. This is visible from the number

presented in Table 3.1. Through several rounds of numerical simulations, we found that with

55% undersampled data, we get the best performance.

3.3.3 EXPERIMENTATION WITH DIFFERENT ACTIVATION FUNC-

TIONS

Once the best model was selected and trained after undersampling data by various amounts, we

went one step further. We made a few changes to the proposed architecture. The hypothesis

was that this would help improve the performance. In other words, we experimented by adding

dropout and tried different activation functions. With this setup, the results are summarized

in Table 3.2. It is interesting to note that all the variations improved the overall accuracy of

the model, however, it was done at the expense of the F1-score. This is unacceptable, as we

want the model to make a decent enough prediction on all the classes. Hence, some trade-off

is needed. In our proposed architecture, we used softmax to classify the labels. Therefore, we

concluded that the modifications did not help much, and the experiment was a failure.
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Table 3.2: Results after making changes to model.

Model Results

Details Hold Buy Sell

Precision 0.92 0.24 0.22

Original Recall 0.88 0.35 0.30

undersampled F1-Score 0.90 0.28 0.26

Overall Accuracy 83%

Precision 0.91 0.29 0.27

Added Recall 0.99 0.01 0.03

Dropout F1-Score 0.95 0.03 0.05

Overall Accuracy 90%

Precision 0.91 0.22 0.24

ReLU Recall 0.95 0.15 0.12

Applied F1-Score 0.93 0.18 0.16

Overall Accuracy 87%

Precision 0.91 0.27 0.29

Tanh Recall 0.97 0.12 0.10

Applied F1-Score 0.94 0.17 0.15

Overall Accuracy 89%

3.3.4 COMPARISON WITH SIMILAR METHODS

In addition to the failed experiment presented in section 3.3, we also compared the performance

of the proposed work with other similar methods such as 2D CNN (181), RSI14 (217), Buy and

Hold (BAH) (223), and SMA50 (218). For the proposed ensemble classifier, we combined the

results of (181), (217), (218), and proposed 3D CNN. We aggregated the predictions from these

models for our ensemble model and selected the class that was predicted the maximum number

of times. To do this, we calculated annual returns over the out-of-sample data from 1 January

2017 to 31 December 2019. It should be noted here that equations (3.4)-(3.7) were used to buy

or sell a stock and to compute the annual returns. Further, the stocks were held, sold, or bought
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Figure 3.7: Comparison of different methods. The numbers here represent on how many stocks

a method performed best in terms of annual returns. For instance, the proposed 3D CNN per-

formed best in twelve stocks out of forty-five.

as per the predicted label.

NumStock =
totMoney

Price
i f label = ′Buy′ (3.4)

NumStock =
totMoney

Price
i f label = ′Sell′ (3.5)

NoAction i f label = ′Hold′ (3.6)

AnnRet =

((
FinalMoney
startMoney

) 1
No o f Years

−1

)
∗100 (3.7)

With the setup defined in the previous paragraph, the results are presented in Table 3.3, 3.4 and

3.5. In this table, we have presented annual returns for all the forty-five stocks in the dataset.

The numbers presented in these tables clearly outlines the superiority of the work and could
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Figure 3.8: Average sector-wise annual returns.

indeed serve as a new benchmark in trend classification. It can be seen from Table 3.3, 3.4 and

3.5 that the proposed 3D model performed best in twelve out of forty-five stocks, whereas the

proposed 3D-ensemble method gave the highest return in sixteen out of forty-five stocks. For

better visualization, the numbers are also presented in Figure 3.7. From the figure, we can see

that the proposed methods performed well on 62.22% of all instruments in the dataset. This

number is really astonishing. In addition to this, Figure 3.8 shows the average annual return for

a few companies and for five random sectors in the dataset. It is visible from Figure 3.7 that the

proposed method is a clear winner in terms of annual returns. From the evidence presented in

this section, it can therefore be said that the performance achieved here illustrates the viability

of the work in practice.

3.3.5 CAPTURING THE INFLUENCE OF ONE COMPANY ON AN-

OTHER

In this section, we emphasize upon the importance of sector wise classification of trends. To do

that and to capture the effect of one company on another within the same sector, we trained the

base 3D CNN model differently. We grouped four companies from the same sector together,

and tested on a company from a different sector. We compared the annual returns on these
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companies with the values obtained when they were grouped with the companies from the same

sector. For instance, say a company, NHPC, belongs to the energy sector but was placed with

four companies from the FMCG sector. Similarly, DRREDDY is a pharmaceutical company,

but it was grouped with companies from the textile sector. Following the same pattern, other

stocks were also placed with companies from a different sector. With this setup, the results are

presented in Table 3.6. In the table, we have also compared the idea when all five companies

from the same sector are experimented with. For reasons of brevity, we have shown results

for only five companies. Similar figures were obtained for other companies as well. From the

evidence presented in this table, it can be seen that the returns are not high when companies

from different sectors are clubbed together. On the contrary, when companies from the same

sector are placed together, the return are quite good. This evidence, therefore, validates our

point of using companies from the same sector together to make a prediction.

Table 3.6: Results of same sector Vs different sector.

Annual Returns

Stock Same Sector Different Sector

NHPC 9.61% 3.85%

DRREDDY 20.64% 7.11%

HINDMOTORS 25.93% 4.88%

TVSMOTOR 10.06% -5.70%

VEDL 17.10% 0.72%

3.4 DISCUSSION

This paper presents a novel deep learning-based approach for stock trend prediction using 3D

CNN. Further, the basic 3D CNN was complemented via the proposed 3D-ensemble CNN. The

main objective of the work was to increase the overall annual return, thereby establishing its

superiority in practical deployment scenarios. From the discussion presented in Section 3, we

showed that the model indeed worked well, however, the work is not without a few shortcomings
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of its own. They are as follows:

• It is a commonly held notion that market analysis can help anticipate future behavior.

In this regard, we have tried to examine one of the non-trivial problems of literature.

The concepts or the ideas presented here should not be regarded as a complete solution.

We discussed several methods to enhance the prediction performance and did our best

to provide a comprehensive analysis of the same. Furthermore, the work presented here

reflects upon a few starting points and presents a potential roadmap that might help in the

development of a better and more efficient system. Nevertheless, we must reiterate here

that the framework presented here should not be taken as the final solution.

• It can be seen from Table 3.1 that when the models were trained on all the data, without

any undersampling, the performance was below par. The F1-Score was 0.95 on the class

Hold, and F1-Score was 0.01 & 0.00 for the Buy and the Sell class, respectively. Hence,

it is clear that undersampling was necessary to improve the performance of the model.

This is the case of the classic imbalanced class classification problem (224). In such a

scenario, machine learning and deep learning algorithms do not perform well. In this

article, we were also not able to handle this problem. The sole motive of the work was to

design a sector influence aware scheme for trend classification.

• According to our findings, the proposed 3D CNN based ensemble model beat all other

models in terms of profitability. Our proposed model performed well because we tried

several combinations that gave the best results. However, it is also true that the model did

not perform well in every case. Moreover, in this article, we are taking a one-day time

window for analyzing the stock’s trend. For other time windows, such as one week or

one month, the proposed approach might perform poorly. This, however, is acceptable

as for a different dataset, the method or even the mode of modelling the returns might

be different. The statement is backed by the no free lunch theorem in machine learning

(225). Hence, one has to experiment and try all possible combinations to get the best

answer.

• Connected to the previous point is the issue of testing time period. It is visible from

Table 3.3, 3.4 and 3.5 that among all methods, the proposed 3D CNN and proposed 3D-

ensemble model gave superior results. This signifies that the proposed method is a good
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alternative in terms of returns. In this respect, it is important to note that we considered

the testing period from January 1, 2017, to December 31, 2019. If the testing time is

changed, the performance of the models may vary.

For the development of accurate forecasting models, hyperparameter optimization has

become an increasingly essential issue. We tried several combinations in terms of the

number of layers, activation functions, optimizers, number of epochs and batch size. Se-

lecting the right set of hyperparameters has a significant impact on performance. In this

article, we found the best parameters via brute force. However, better and automatic

techniques for hyperparameter optimization are indeed needed in this regard.

In light of the discussion presented in this section, we must reiterate that stock prediction

is a challenging task. We believe that deep learning methods possess tremendous capabilities

in this regard. The work presented in the article tried to predict the trend in a stock based on

its behavior in a particular sector. To the best of our knowledge, this article is the first wherein

we apply these ideas to analyze the influence of a sector in stock prediction using 3D-ensemble

CNN. Future work can use the ideas presented here, and thus engineer a model producing even

higher returns.

3.5 CONCLUSIONS

This paper presented a 3D CNN and a 3D-ensemble CNN-based framework to classify direc-

tional trends in a stock’s price. The objective of the article was to present a framework that could

forecast the trend in stocks while considering a particular sector as a whole. This idea is in con-

trast to existing literature where work has tried to predict the trend in a single company. The

trend classification problem was formulated as an image classification problem, especially 3D

image classification. We further categorized the trend into three classes: Buy, Sell, and Hold. To

do that, we constructed multiple technical indicators and augmented them in an image. In total

sixty seven indicators were experimented with. Out of which, the best fifteen indicators were

selected via hierarchical clustering. To test the feasibility of the work, experimentation was

performed with real datasets. Particularly, data of forty-five different stocks was taken from the

National Stock Exchange. With extensive numerical investigation, we found that the proposed
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work achieved up to 35% returns in some cases, with the average being 9.19%. Furthermore,

the work presented in the article was also able to outperform other similar methods in literature.

The investigation proved that the notion of grouping companies together and doing a sector

wise prediction could serve as a potential benchmark in stock trend classification. Moreover,

we also tried to show that though the idea of sector wise classification is new, it nevertheless,

could be one of the exciting paradigms in stock trend classification.
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CHAPTER 4

MULTIVARIATE AND ONLINE

PREDICTION USING KERNEL

ADAPTIVE FILTERING
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4.1 INTRODUCTION

After experimenting in the previous chapter, we observed that DL based models need a lot of

computational resources during training. As a result, we depart from the current literature and

present an online kernel adaptive filtering-based method to stock price prediction. We experi-

ment with ten different KAF algorithms to analyze stocks’ performance and show the efficacy

of the work. We focus our attention on financial time series prediction and its application to

stock price prediction.

The main contributions of the chapter include:

• We propose a novel online learning-driven KAF approach for stock price prediction.

• We experiment with ten different algorithms belonging to the KAF class. A large-scale

investigation of this magnitude so far eludes literature.

• Stock prediction using existing online methods requires a lot of computation time. The

main aims to present a general framework wherein the price prediction can be made in a

significantly less amount of time.

• The data is collected at multiple time windows, i.e., one day, sixty-minutes, thirty-minutes,

twenty-five minutes, twenty-minutes, fifteen-minutes, ten-minutes, five-minutes, and one-

minute. The proposed idea is applied to each of these time windows to try and find the

best window for stock price prediction.

• The main objective is to predict the close and mid price of a stock. We look at two

situations in which the mid-price is measured as (high+low)/2 and (open+close)/2, re-

spectively. To do that, we apply ten different KAF-based algorithms and present a com-

prehensive discussion detailing every aspect of the analysis. With numerical testing per-

formed on all fifty stocks of the main index (Nifty-50), we show the work’s efficacy in

this chapter.

• Lastly, we also try to show that although the KAF class of algorithms is new in the arena

of stock prediction, they nevertheless are a practically viable candidate.
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This chapter has been organized into various sections. In Section 4.2, proposed method-

ology is explained that will help to achieve the research objectives and Section 4.2.2 elucidates

the details of problem statement. Section 4.3 includes the details of the experimental setup and

evaluation criterion. Section 4.4 and Section 4.5 discusses the results for close price and mid

price, respectively. Finally, the conclusion are summarized in Section 4.6.

4.2 METHODOLOGY

In this section, we discussed different KAF-based techniques. Further, we use online prediction

methods. In this regard, KAFs work by self-tuning, where the input-output mapping is formu-

lated according to an optimization criterion usually determined by the error signal. There are

two types of adaptive filters: linear and non-linear. In linear filters, the traditional system fol-

lows a supervised technique and depends upon error-correction learning. The filter adaptively

adjusts weights, ω(i−1), where i denotes the discrete-time interval. Here, the input signal vi

is mapped to an actual response ti. Correspondingly, an error is denoted by ei. The error sig-

nal adjusts weights by incremental value denoted by ∆ωi. At the next iteration, ωi becomes

the current value of the weight to be updated. This process is continuously repeated until the

filter reaches convergence; this generally occurs when the weight adjustment is small enough.

Linear adaptive filters do not give satisfactory performance for the non-linear system due to the

results varied in a non-intuitive manner. In real-world problems, where data patterns are more

complex, classes may not be separated easily by hyperplanes. Consequently, we have to look

to non-linear methods. In this paradigm, data is projected into high-dimensional linear feature

space, and prediction is done in this high dimensional space. Comparing with other existing

techniques for regression and classification, KAF has the following advantages:

• KAFs are universal approximators.

• KAFs handle the complexity issues in terms of computation & memory. Moreover, they

follow the property of no local minima.

• KAFs follow the idea of online learning and handle non-stationary conditions well.

It was discussed that non-linear adaptive techniques are well suited for real-world prob-
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lems. In this regard, kernel methods transform data into a set of points in the RKHS (Repro-

ducing Kernel Hilbert Space). The main idea of KAF can be summarized as the transformation

of input data into a high dimensional feature space G, via Mercer kernel. For this, the prob-

lem can be solved via inner products. There is no need to do expensive computations in high

dimensional space, owing to the famous "kernel trick". Considering KAF, suppose we have

an input-output mapping as g : V → R, based on a well known sequence ((v1, t1), (v2, t2), ... ,

(vi, ti)). where, vi, is the system input with i = 1, ..., n and ti is equivalent to desired response.

The goal is to estimate g from data. In KAFs, generally, the computation involves the use of a

kernel. An example of a kernel is given in Equation (4.1):

κ < v,v′ >= exp
(||v− v′||2)

σ2 . (4.1)

Here, κ denotes the kernel and σ denotes the kernel width.

4.2.1 DISCUSSION ON KAF ALGORITHMS

In this subsection, we discuss some of the most popular methods in KAF. For reasons of brevity,

we keep the discussion short.

4.2.1.1 LEAST MEAN SQUARE ALGORITHM (LMS)

According to (47), the main aim of LMS algorithm is to minimize the following empirical risk

function:

min
ω

Remp[ω ∈ H1,RL] =
N

∑
i=1

(ti−ω(vi))
2 (4.2)

Applying stochastic gradient descent (SGD), Equation (4.2) can be represented as:

ω0 = 0
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ei = ti−ω(i−1)vi

ωi = ω(i−1)+η ei vi (4.3)

where, η is step size and ei is known as prior error.

The weight-update equation results in the following form:

ωi = η

N

∑
i=1

eivi (4.4)

Representing the idea in terms of inner product, we get:

t = ωi(v) = η

n

∑
i=1

ei < vi,v > (4.5)

ei = ti−η

n−1

∑
i=1

ei < vi,v > (4.6)

4.2.1.2 KERNEL LEAST MEAN SQUARE ALGORITHM (KLMS)

KLMS (52) is an extension of LMS algorithm, the main difference is input vi is transformed

to Ψ(vi) in the high dimensional space RKHS. Applying LMS algorithm at new sequences

{Ψ(i), ti}, we get:

ω0 = 0

ei = ti−ω
T
(i−1)Ψ(i)

ωi = ω(i−1)+ηeiΨ(i) (4.7)

where, ei is the prediction error, ωi is the weight vector in G, η is the step size.
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Using the kernel trick, KLMS now be written as:-

g0 = 0

ei = ti−gi−1(vi)

gi = gi−1 +ηeiκ < vi, . > . (4.8)

KLMS assigns new unit for every input vi as the center with ηei as its coefficient. Follow-

ing the radial basis function (RBF), the algorithms represented as follows:

gi =
i

∑
j=1

b j(i)κ < v j, . > (4.9)

4.2.1.3 KERNEL RECURSIVE LEAST SQUARE ALGORITHM (KRLS)

According to (52), in KRLS, the objective function is complemented via a regularization pa-

rameter. This can be represented as follows:

min
ω

i

∑
j=1
|t( j)−ω

T
Ψ( j)|2 +Λ||ω||2 (4.10)

where, Λ stand for regularization vector.

It is shown that ωi = ψ(i)b(i), where b(i) = [ΛI +L(i)]−1ti, here ti = [t1, t2, t3...., ti]T ,

L(i) = ψ(i)T ψ(i), and ψ(i) = [Ψ(1),Ψ(2)Ψ(3)...Ψ(i)].

Complementing the above equation with RBF, we get

gi =
i

∑
j=1

b j(i)κ < v j, . > (4.11)

The whole idea here can now be summarized as :-

R(i−1) = (ΛI +L(i−1))−1
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O(i) = ψ(i−1)T
Ψ(i)

E(i) = R(i−1)O(i)

U(i) = Λ+κ < vi,vi >−E(i)T O(i) (4.12)

Following the sequential property of KRLS we have:

g0 = 0

ei = ti−gi−1(vi)

(4.13)

gi = gi−1 +U(i)−1eiκ < vi, . >

−
i−1

∑
j=1

U(i)−1eiE j(i)κ < v j, . > (4.14)

KRLS update all previous coefficient through −U(i)−1 ei

E(i), whereas KLMS never updates previous coefficients. Here, E j(i) is the jth component of

E(i). The computational complexity of KRLS is O(i2).

4.2.1.4 KERNEL AFFINE PROJECTION ALGORITHMS (KAPA)

KAPA (226) derives the idea of KLMS while reducing boosting performance and gradient noise.

In KAPA, we formulate with sequences {t1, t2} and {Ψ(1),Ψ(2)} to minimize the cost function

and estimate with weight vector ω .

min
ω

emp |t−ω
T

Ψ(v)|2 (4.15)

Using stochastic gradient descent, we replace covariance matrix and cross covariance vector by

local approximation directly from the data. Hence, we get the following equations:
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ωi = ω(i−1)+ηψ(i)[t(i)−ψ(i)T
ω(i−1)] (4.16)

where, ψ(i) = [Ψ(i−K +1), ....,Ψ(i)]

and, K is the observation & regressor.

4.2.1.5 QUANTIZED KERNEL LEAST MEAN SQUARE ALGORITHM (QKLMS)

QKLMS is a famous algorithm proposed in (53). It is an extension of KLMS algorithm to deal

with the issue of data redundancy. Using quantization operator the core idea can be written as:

ω0 = 0

ei = ti−ω
T
(i−1)Ψ(i)

ωi = ω(i−1)+ηeiQ[Ψ(i)] (4.17)

where, in feature space G, Q[.] denotes the quantization. The learning rule for QKLMS is:

g0 = 0

ei = ti−gi−1(vi)

gi = gi−1 +ηeiκ(Q[vi], .). (4.18)

QKLMS and KLMS have almost the same computational complexity. The only difference be-

tween the two algorithms is that QKLMS deal with the issue of data redundancy to locally

update the coefficients of closest center.

In short, the central idea of QKLMS is given below:-

Initialization: Determine quantization size εV ≥ 0, step size η > 0, kernel parameter σ > 0.

Output: The center set and coefficient vector: D(1) = {v1}, b1 = [ηt1]

Conditions:

while {vi, ti}(i > 1) is available
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• Calculate the result of the adaptive filters as

yi = ∑
size(D(i−1))
j=1 b j(i−1)κ(D j(i−1),vi)

• Calculate the error between actual and desired output ei = ti− yi

• Calculate the distance between vi and D(i−1)

distance(vi,D(i−1)) = min
1≤ j≤size(D(i−1))

∥vi−D j(i−1)∥

• If the distance(vi,D(i− 1)) ≤ εV then codebook does not require any changes: D(i) =

D(i−1). Quantize vi to the closest code vector: b j∗(i) = b j∗(i−1)+ηei

where, j∗ = argmin1≤ j≤size(D(i−1))∥vi−D j(i−1)∥,

• Otherwise update the codebook with new center and update center D(i) = {D(i−1),vi}

and bi = [b(i−1),ηei].

end while

4.2.1.6 KERNEL NORMALIZED LEAST MEAN SQUARE ALGORITHM (KNLMS)

According to (210), KNLMS algorithm is used for dictionary designing with coherence crite-

rion. Here we discuss KNLMS from the point of view of MKNLMS-CS (multi kernel normal-

ized least mean square algorithm with coherence based sparsification).

Assume κm : V ×V → R where m ∈M : {1,2, .......M} is a set of M distinct kernel.

Consider J cs
n := j(n)1 , j(n)2 , ..... j(n)rn ⊂{0,1, .....,n−1} to be the dictionary {κm(.,v j)}m∈M , j∈J cs

n
.

Here, rn := |J cs
n | is the size of dictionary. The filter works as per the following set of

rules:

Ψ
cs
n (v) = ∑

m∈M
∑

j∈J cs
n

h(m)
j,n κm(v,v j),v ∈ V (4.19)
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where, h(m)
j,n ∈ R,m ∈M , j ∈J cs

n . The estimated error t̂n := Ψcs
n (vn) of tn can be written as:-

Ψ
cs
n (vn) = ∑

j∈J cs
n

hT
j,nκ j,n (4.20)

where,

κ j,n := [κ1(vn,v j),κ2(vn,v j), .....κM(vn,v j)]
T ∈ RM

h j,n := [h(1)j,n,h
(2)
j,n,h

(3)
j,n.....h

(M)
j,n ]

T ∈ RM

Let the initial dictionary be indicated as J cs
0 := /0. This makes H0 to be an empty size ma-

trix. Following algorithm, we only add a new point n into J cs
n if the following condition holds:

||κ||max : = max
m∈M

max
j∈J cs

n

|κm(vn,v j)|,≤ ∆,n ∈ N (4.21)

where, ∆ > 0 is the threshold. Let η ∈ [0,2] denotes the step size and Λ > 0 the regularization

parameter, The update rule is given below:

• If Equation (4.21) is satisfied J cs
n+1 := J cs

n ∪{n}

Hn+1 := H̄n +η
tn−< K̄n, H̄n >

||K̄n||2 +Λ
K̄n (4.22)

• If Equation (4.21) is not satisfied jcs
n+1 := jcs

n

Hn+1 := Hn +η
tn−< Hn,Kn >

||Kn||2 +Λ
Kn (4.23)

where, H̄n := [Hn 0] and K̄n := [Kn k̄n] with k̄n := [κ1(vn,vn),κ2(vn,vn),κ3(vn,vn), .....κM(vn,vn)]
T

where 0 ∈ RM , is the zero vector. For KNLMS, the value of M is 1.
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4.2.1.7 PROBABILISTIC LEAST MEAN SQUARE ALGORITHM (PROB-LMS)

The probabilistic approach to the LMS filter is an efficient approximation method. It provides

an adaptable step-size LMS algorithm together with a measure of uncertainty about the esti-

mation. In addition it also preserves the linear complexity of the standard LMS. Some of the

advantages of Probabilistic models is that 1) They force the designer to specify all the assump-

tions of the model, 2) They provide a clear separation between the model and the algorithm

used to solve it, and 3) They usually provide some measure of uncertainty about the estimation.

It is assumed observation models to be Gaussian with this distribution:

pr(tk|ωk) = N (tk;vT
k ωk,σ

2
n ) (4.24)

where ωk= parameter vector, σ2
n =variance for observation noise. vk=Regression vector

4.2.1.8 KERNEL MAXIMUM CROSSENTROPY CRITERION (KMCC)

The algorithm’s main aim is to maximize crossentropy between desired ti and actual output yi

(227). Using MCC criterion and SGD, the algorithm can be written as:

ω0 =0

ω(i+1) =ωi +η
∂κσ (ti, ωT

i Ψ(vi))

∂ωi

=ωi +η [(exp
(−e2

i )

2σ2 )eiΨ(i)]

..... (4.25)

=η

n

∑
i=1

[(exp
(−e2

i )

2σ2 )eiΨ(i)]

(4.26)

where, σ is the kernel width and η is the step size.

The complete prediction and error calculation can be summarized as:
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yi =η

n

∑
i=1

[(exp
(−e2)

2σ2 )eiκ < vi,vn >] (4.27)

ei =ti− yi; (4.28)

4.2.1.9 LEAKY KERNEL AFFINE PROJECTION ALGORITHM (LKAPA)

The LKAPA (226) is the extension of KAPA discussed in Section 4.2.1.4. According to Equa-

tion (4.16), weight updation is a difficult task in high dimensional space, Here Equation (4.16)

is modified. This can be done as follows:

ω0 = 0

ψ(i)T
ω(i−1) =

[
i−1

∑
j=1

b j(i−1)κi−K+1, j,....,

i−1

∑
j=1

b j(i−1)κi−1, j ,
i−1

∑
j=1

b j(i−1)κi, j

]T

,

ei = ti−ψ(i)T
ω(i−1)

ωi = ω(i−1)+ηψ(i)ei (4.29)

=
i=1

∑
j=1

b j(i−1)Ψ( j)+
K

∑
j=1

ηe j(i)Ψ(i− j+K) (4.30)

where, κi, j = κ(v(i),v( j))
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The weight vector is computed using the following criterion:

ωi =
i

∑
j=1

b j(i)Ψ(i) ∀i ≥ 0, (4.31)

From the perspective of empirical risk minimization, we minimize the following objective func-

tion:

min
ω

emp |t−ω
T

Ψ(v)|2 +Λ||ω||2 (4.32)

Then we get:

ωi = (1−Λη) ω(i−1)+ηψ(i)[t(i)−ψ(i)T
ω(i−1)] (4.33)

where, ψ(i) = [Ψ(i−K +1), ....,Ψ(i)]

Finally coefficient bκ(i) is updated as:

bκ(i) =



k = i, η(ti−∑
i−1
j=1b j(i−1)ki, j

f or{i−K +1≤ k ≤ i−1}

(1−Λη)bk(i−1)+

η

(
t(k)−∑

i−1
j=1 b j(i−1)κk, j

)

1≤ k < i−K +1 (1−Λη)bk(i−1)
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4.2.1.10 NORMALIZED ONLINE REGULARIZED RISK MINIMIZATION ALGO-

RITHM (NORMA)

NORMA (226), is one of the kernel-based version of LKAPA described in Section 4.2.1.9. It

is also correlated with the KLMS algorithm summarized in Section 4.2.1.2. NORMA includes

the regularization and non-linear functional approach. It allows to reject old values ones in a

sliding window manner.

4.2.2 PROBLEM FORMULATION

In this subsection, we discuss the results of stock prediction using all the ten discussed algo-

rithms. The purpose of stock prediction is to determine the future values of a stock depending

upon the historical values. As discussed in the Introduction section, our main aim is to predict

the close and mid price. To this end, we calculated the percentage change for close and mid

price. Subsequently, we apply the idea of auto-regression of the order m to predict the future

change in the stock price. An autoregressive (AR) model forecasts future behavior using data

from the past. When there is a correlation between the values in a time series and the values that

precede and succeed them. In such situations, AR models have shown tremendous potential. In

context of the work presented here, the problem is formulated as:

(Vi) =
m

∑
i=1

ω(i−1)(Vi) (4.34)

(Vi) is the actual price in the high dimensional space, ω is the weight vector. Since, we follow

AR model, it is imperative to estimate the weight vector. To estimate the weight vector, KAF

techniques discussed in the previous subsection are used. A sample of the formulation is shown

in Table 4.1 and Table 4.2. In this table, we have shown problem formulation by considering

the day-wise close and mid price. This type of procedure is followed commonly in multivariate

time series prediction, e.g., (228) (229). It should be noted here that the procedure was followed

for all the window sizes. Subsequently, the problem became: Autoregression based next per-

centage prediction. The actual price can then be computed from the percentage change easily.

The overall framework followed in the chapter is shown in Figure 4.1 and Figure 4.2 and the
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experiments were performed on the Nifty-50 dataset 1.

Figure 4.1: Proposed close price prediction framework.

Figure 4.2: Proposed mid price prediction framework.

1https://shorturl.at/lnvF2
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Table 4.1: Time window of 1-day (Stock-Reliance). If we choose M=3, then Input=[{0.1685,-

1.2431,-2.6372}] Output=[{-0.16194}]

Day Actual Price Change in Price

1 Day 1987.5 0.1685

2 Day 1990.85 -1.2431

3 Day 1966.1 -2.6372

4 Day 1914.25 -0.16194

5 Day 1911.15 1.17991

6 Day 1933.7 -1.8849

7 Day 1897.25 3.1519

8 Day 1957.05 -0.9325

9 Day 1938.8 1.1244

10 Day 1960.6 NA

Table 4.2: A one-day time frame (Stock-TITAN). If M=3 is selected, then Input=[{-0.7654,

0.4300, 2.0796}.] Output=[{-2.4566}]

Day High Price Low Price (high+low)/2 Change in Price

1 Day 1573 1555.95 1564.475 -0.7654

2 Day 1567 1538 1552.5 0.4300

3 Day 1576.85 1541.5 1559.175 2.0796

4 Day 1621.35 1561.85 1591.6 -2.4566

5 Day 1570 1535 1552.5 -0.9082

6 Day 155.3 1521.5 1538.4 NA

4.3 RESULTS

In this section, we elucidate the details of the various experiments performed to evaluate the

proposed method’s effectiveness. The proposed method is evaluated on a different class of

KAF algorithms and datasets. In this section, we have described the experimental details of the

Nifty-50 dataset (230). Nifty-50 is the largest stock exchange in India according to the rate of
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total and average daily turnover for equity shares. We collected the data of all stocks from 9:15

to 3:30. The original data was available for one-minute open, high, low, and close (OHLC)

prices. From this granular data, we clubbed the OHLC quotes to get the data for other time

windows. In particular, we created and pre-processed the dataset according to nine prediction

windows (one day, sixty-minutes, thirty-minutes, twenty-five minutes, twenty-minutes, fifteen-

minutes, ten-minutes, five-minutes and one-minute). Recall that we focused on predicting the

percentage changes in close and mid price. To that end, we also normalized the data between

the 0 to 1 range. Then ten distinct KAF algorithms were applied to the final pre-processed data

for every stock. Finally, it’s worth noting that the experimental findings obtained with the KAF

algorithm on the Nifty-50 dataset demonstrate the work’s superiority and could serve as a new

benchmark for the field’s future state-of-the-art.

4.3.1 DATASETS

During experiments, we selected different dataset, according to close and mid prices prediction.

• For close price dataset, we experiment with two different years. First, we try to predict

stock prices for the year 2020 from January 01, 2020, to December 31, 2020. Second,

we apply the same set of parameters on the most recent data (2021) January 01, 2021,

and May 31, 2021 and try to show the efficacy of the work. Through experiments per-

formed on these two different years, we have found the method proposed in the chapter

outperforms similar methods in literature.

• For Mid-Price dataset, we look at two situations in which the mid-price is measured as

(high+low)/2 and (open+close)/2, respectively. The main motivation for looking into

mid-price was that mid-price time series is less noisy than close- price time series. We

collected data between January 01, 2021, and May 31, 2021,to show the efficacy of the

work.
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4.3.2 EVALUATION CRITERION

To evaluate and compare the performance of various KAF algorithms, we use standard error

evaluation metrics such as mean squared error (MSE), directional symmetry (DS), and mean

absolute error (MAE). The metrics are elaborated in the following text-

Minimum Square Error (MSE)

MSE also known as mean squared deviation (MSD) which calculates the average squared dif-

ference between the actual and predicted observation.

MSE =
n

∑
i=1

(
ai− pi

)2

(4.35)

Mean Absolute Error (MAE)

MAE calculates the average magnitude between actual and predicted observations in a set of

predictions, without observing their directions, i.e. the average prediction error.

MAE =
1
n

n

∑
i=1
|ai− pi|

(4.36)

Directional Symmetry (DS)

Directional symmetry in terms of time series analysis measures the model’s performance to

predict positive and negative trends from one time period to the next.

DS =
1
n

n

∑
i=1

di

(4.37)
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where,

di =

0 otherwise

1 (ai−ai−1)(pi− pi−1)≥ 0

where, n is the time-step, ai represents the actual values, and pi represents the predicted output.

In the following procedure, we discuss upon the details to compute error values.

4.4 EXPERIMENTAL RESULTS ON CLOSE PRICE US-

ING KERNEL ADAPTIVE FILTERING

The main objective is to predict the closing price of a stock. We apply ten different KAF-

based algorithms and present a comprehensive discussion detailing every aspect of the analysis.

Numerical testing was performed on all fifty stocks of the main index (Nifty-50).

4.4.1 PROCEDURE: ERROR COMPUTATION

1. We worked with Nifty-50 firms with 2020 and 2021 datasets, as mentioned in Section

4.3.1. Moreover, it was also pointed out that we work with ten different algorithms. The

parameter listed in Table 4.3 were tuned manually. In order to find the optimal values of

the parameters, multiple experiments were performed.

2. To compute the error values for each stock and every algorithm, we formulated the prob-

lem as an autoregressive problem (see Section 4.2.2) and computed the error values for

all 50 stocks. In total, we get 50X3 error values. One for MSE, MAE, and DS. Moreover,

we pointed out that we have nine different prediction windows. Hence, error estimation

was done for all stocks, all windows, and all ten algorithms.

3. Subsequently, for a particular algorithm, and for a single time window, we take the aver-

age of all 50-error metrics (one for every stock) to come up with the final number. The
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number is presented in this section. This number shows the overall predictive capability

of the model on all fifty stocks.

Table 4.3: Parameter description for close price using ten different KAF algorithms. σ= Ker-

nel width , σ2n= Variance of observation noise , σ2d= Variance of filter weight diffusion, η=

Step-size, ε= Regularization parameter, Λ= Tikhonov regularization , tco f f = Learning rate co-

efficient, τ= memory size (terms retained in truncation), mu0= Coherence criterion threshold,

P= Memory length, nu= Approximate linear dependency (ALD) threshold.

Parameter KAPA KLMS KMCC KNLMS KRLS LKAPA LMS NORMA PROB-LMS QKLMS

(σ) 4.0 4.0 4.0 4.0 3.0 5.0 7.0 3.0

(η) 1.7 1.1 1.5 1.7 0.09 1.1 1.2

(ε) 1E-4 1E-2 0.3

(Λ) 1E-4 1E-2 0.4

(σ2n) 2

(σ2d) 6

mu0 0.2 2 0.2

(P) 20 20

nu 1E-2

τ 500

tco f f 0.9

4.4.2 PREDICTION, CONVERGENCE, AND RESIDUAL ANALYSIS

In this subsection, we analyze the performance of KAF algorithms for close price prediction.

In this regard, the prediction graph for one stock (Reliance) with KRLS. Figure 4.3 shows the

results for 2020 and 2021 datasets. It is visible from the figure that we are getting good results.

It should be noted here that we have presented the result for one stock (Reliance) and one

prediction window (Sixty-Minutes). Similar results were obtained for other companies in the

dataset. It is also visible from the figure that although the prediction is not cent percent accurate,

it is close. It, therefore, implies the superior performance of KAF algorithms in prediction. It

should be noted here that although we are getting good results, there are always chances of

overfitting. In this chapter, since we are using online learning, therefore, the architecture itself

naturally minimize the chances of overfitting, but it is possible that the superior results might be
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Figure 4.3: Prediction for one stock (Reliance) using KRLS: (a) 2020 dataset and (b) 2021

dataset.

due to overfitting. It is expected from any machine learning algorithm that it should converge

as we train the model with more instances, in other words, the error as we progress through

the training should decrease to an acceptable range. In this regard and in addition to presenting

the results for prediction in Figure 4.3, we have also presented the result of convergence in

Figure 4.4 for 2020 and 2021 dataset, respectively. Similar to the previous case, we have only

plotted the result considering single stock (Reliance) and one prediction time window. The

convergence graphs of the algorithm were plotted taking MSE as the error metrics. Figure 4.4

shows the error convergence graph for both the datasets and KRLS algorithm for the Reliance

stock. In Figure 4.4, x-axis shows the number of instances and y-axis shows the MSE. It can be

seen from Figure 4.4 that the algorithm reached convergence very quickly. In fact, the algorithm

reached convergence at 1000th data point. Convergence is very important in KAF as it shows

the ability of the algorithm to adapt itself and learn from the data quickly. Though, there are

minor fluctuation in the end, it nevertheless is acceptable as there will always be minor changes
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Figure 4.4: Error convergence for one stock (Reliance) using KRLS: (a) 2020 dataset and (b)

2021 dataset.

in the new data. To complement the prediction results, we have also presented the distribution

of error residuals in Figure 4.5 for 2020 and 2021 dataset respectively. As visible from the

figure, the residuals are following a normal distribution. This type of behavior is excellent as

there are very few outliers. Moreover, the overall variance of the residuals is also less, showing

the excellent prediction potential of the algorithm.

4.4.3 COMPREHENSIVE EVALUATION OF KAF ALGORITHMS

In contrast to batch learning techniques, which generates the best predictor by learning on the

full training dataset at once, we employ an online learning concept in which data becomes avail-

able in a sequential order (sample by sample training) and is used to update the best predictor

for future data at each step. As we have used ten different algorithms, it is logical to compare
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Figure 4.5: Error residuals for one stock (Reliance) using KRLS: (a) 2020 dataset and (b) 2021

dataset.

the performance of all algorithms. In this regard, we have shown the result in two different

datasets. First, we attempt to forecast stock prices for 2020. Second, we use the same set of

parameters on the most recent data (2021) to demonstrate the work’s efficacy. To evaluate the

performance of KAF-based methods, we try to experiment with different values of M (the em-

bedding dimension). We vary the underlying dimensions from 2 to 7 with a step size of 1 i.e.

M ∈ {2, 3, 4, 5, 6,7}. With this setup, the results are presented in Table 4.7 and Table 4.8. It

is visible from the table that once again, KRLS performed well in terms of error minimization.

The best number for the embedding dimension is two when we consider MSE and MAE. How-

ever, when it came to DS, the numbers and the algorithms are different because a market trend

is a term used to describe how a market moves over time. A trend can generally move upward

or downward. For instance, considering daily data (1 Day in the table), the best performing

algorithm is LKAPA with embedding dimension (M)=5. In fact, for this metric (DS), we see

much conflict in terms of the best algorithm. Nevertheless, the experimentation revealed the
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superiority of KRLS, PROB-LMS, LKAPA.

Table 4.4: Comparison of the proposed work with other state-of-the-art stock prediction method

for 60-minute time window (2020 dataset) January 01, 2020 to December 31, 2020

Method MSE RMSE Execution Time (s)

Gao et al. (231) 0.51917 0.7205 400.39

Moghar et al. (232) 0.51800 0.7197 1265.11

Nikou et al. (21) 0.51838 0.7199 5006.19

Proposed Method 0.0034 0.0583 5.234

4.4.4 COMPARISON WITH OTHER STATE-OF-THE-ART METHODS

We compared our result with other learning methods such as (231), (232), and (21), among other

learning approaches. The deep learning (DL) algorithms were taught and assessed over a period

of 25 epochs utilizing an 80:20 split. The amount of time taken to train and make prediction

was recorded. Based on the architecture details and hyper-parameters settings provided in the

relevant articles, the DL-based methods (231), (232), and (21) stock were re-implemented. All

of the techniques were trained on the Nifty-50 dataset. We chose fifty equities for the sixty-

minute time periods to maintain uniformity across different ways for experimentation. In terms

of MSE, RMSE, and execution time, all of the approaches were then compared to the suggested

KAF method (KRLS). For the 2020 and 2021 datasets, Table 4.4 and Table 4.5 summarize the

comparative outcomes learning approaches. The results in Table 4.4 and Table 4.5 show that

the proposed approach outperforms previous stock prediction methods in the literature.

We must point it out here that since all the models belong to the same category of kernel

adaptive filtering, the complexity of all the models is almost similar. For neural networks used

in the article, we collect the architecture from their respective papers (231), (232), and (21). It

should be noted here that KAF is also analogous to the neural network architecture with a single

layer. Further, even though it has a single layer, but it is giving good results.
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Table 4.5: Comparison of the proposed work with other state-of-the-art stock prediction method

for 60-minute time window (2021 dataset) January 01, 2021 to May 31, 2021

Method MSE RMSE Execution Time (s)

Gao et al. (231) 0.70202 0.8378 362.67

Moghar et al. (232) 0.6975 0.8351 1082.90

Nikou et al. (21) 0.70232 0.8380 2250.87

Proposed Method 0.0081 0.09 4.256

4.4.5 EXPERIMENTATION WITH DICTIONARY SIZE

In addition to the experiment conducted in the previous section, we have also experimented with

the dictionary size of KAF algorithms. The result for this experiment is presented in Table 4.6.

As visible, increasing the dictionary size decreases the performance of the system. Moreover,

increasing the dictionary size also increased the execution time. It should be noted here that the

execution time for predicting the next closing price for a single stock with dictionary size 500

is 0.675 seconds. This figure (0.675 seconds) clearly shows the applicability of the KAF class

of algorithms in high-frequency trading, where latency is a key factor.

Table 4.6: Effect of Dictionary size. Algorithm chosen KMCC (60 minutes, 2021 dataset).

Dictionary size MSE MAE DS Execution time (seconds)

500 dictionary size 0.0202 0.687 0.511 0.675

1000 dictionary size 0.0193 0.674 0.497 0.696

5000 dictionary size 0.0193 0.674 0.4971 0.702

4.4.6 IMPORTANT NOTE: ERROR MINIMIZATION AND PROFITABIL-

ITY

From Tables 4.7 and 4.8, we can see that KRLS performed well in minimizing error. Moreover,

the lowest error (MSE) that we get is in order of 10−4. It should be noted here that we got this
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error for the time window of 1 minute. In this regard, it is common sense that if we minimize

the error, we can get close to the actual values. Indeed true. However, considering the time

window of one minute, there is an issue. In this interval, the fluctuation in the price is low. This

means that minimizing error won’t result in too much profit. In other words, the volatility in

one minute is less. Hence, predictions are very close. However, the chances of taking a position

and getting profit in a low volatile environment is also very less. Therefore, one has to maintain

a balance between error minimization and profitability.
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Table 4.7: Best Embedding Dimension for all time windows according to evaluation metrics

MSE, MAE and DS. (2020)

Time Window MSE Best Embedding Dimensions Algorithms

1-Day 0.0143 2 KRLS

60 Minutes 0.0034 2 KRLS

30 Minutes 0.0020 2 KRLS

25 Minutes 0.0018 2 KRLS

20 Minutes 0.0015 2 KRLS

15 Minutes 0.0012 2 KRLS

10 Minutes 0.0008 2 KRLS

5 Minutes 0.0004 2 KRLS

1 Minute 0.00010 2 KRLS

Time Window MAE Best Embedding Dimensions Algorithms

1-Day 2.1324 2 KRLS

60 Minutes 0.6602 2 KRLS

30 Minutes 0.4666 2 KRLS

25 Minutes 0.4317 2 KRLS

20 Minutes 0.3812 2 KRLS

15 Minutes 0.3295 2 KRLS

10 Minutes 0.2667 2 KRLS

5 Minutes 0.1886 2 KRLS

1 Minute 0.0852 2 KRLS

Time Window DS Best Embedding Dimensions Algorithms

1-Day 0.5013 5 LKAPA

60 Minutes 0.4919 5 KRLS

30 Minutes 0.4913 5 KRLS

25 Minutes 0.4925 3 KRLS

20 Minutes 0.4881 2 PROB-LMS

15 Minutes 0.4893 7 QKLMS

10 Minutes 0.4902 2 KRLS

5 Minutes 0.4910 2 PROB-LMS

1 Minute 0.4715 2 KRLS
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Table 4.8: Best Embedding Dimension for all time windows according to evaluation metrics

MSE, MAE and DS. (2021)

Time Window MSE Best Embedding Dimensions Algorithms

1-Day 0.0342 2 KRLS

60 Minutes 0.0081 2 KRLS

30 Minutes 0.0047 2 KRLS

25 Minutes 0.0042 2 KRLS

20 Minutes 0.0033 2 KRLS

15 Minutes 0.0028 2 KRLS

10 Minutes 0.0020 2 KRLS

5 Minutes 0.0011 2 KRLS

1 Minute 0.0003 2 KRLS

Time Window MAE Best Embedding Dimensions Algorithms

1-Day 1.6901 2 KRLS

60 Minutes 0.5480 2 KRLS

30 Minutes 0.3961 2 KRLS

25 Minutes 0.3671 2 KRLS

20 Minutes 0.3238 2 KRLS

15 Minutes 0.2803 2 KRLS

10 Minutes 0.2259 2 KRLS

5 Minutes 0.1601 2 KRLS

1 Minute 0.0729 2 KRLS

Time Window DS Best Embedding Dimensions Algorithms

1-Day 0.4870 4 NORMA

60 Minutes 0.4930 4 KNLMS

30 Minutes 0.4849 4 KRLS

25 Minutes 0.4878 6 LKAPA

20 Minutes 0.4891 7 LKAPA

15 Minutes 0.4881 2 PROB-LMS

10 Minutes 0.4891 2 PROB-LMS

5 Minutes 0.4846 2 PROB-LMS

1 Minute 0.4751 2 KRLS
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4.5 EXPERIMENTAL RESULTS ON MID PRICE USING

KERNEL ADAPTIVE FILTERING

The primary motivation for looking into mid price was that mid price time series are less noisy

than close price time series. A novel KAF-based online method for forecasting a stock’s mid

price is introduced. We look at two situations where the mid price is measured as (high+low)/2

and (open+close)/2, respectively.

4.5.1 CALCULATING THE EVALUATION METRICS WITH NIFTY-

50

• The parameter listed in Table 4.9 were tuned manually. The parameter description for ten

different algorithms are presented in Table 4.9. These values were found after multiple

rounds of experimentation.

• For the error values, we applied the methods to all stocks and tried to quantify the predic-

tive performance via the metrics discussed in this section. In total, we get 50×3 (one for

each stock) error values for MSE, MAE, and DS, respectively.

• Then, for each of the 50 stocks, error estimation was performed using nine different

prediction windows for ten different KAF algorithms.

• Finally, we used the average of all fifty-error metrics for a single time window and a

single stock to reach at the final value, which is presented in Table 4.13 and Table 4.14.

On all 50 stocks, the provided number represents the models’ overall predictive capacity.

4.5.2 PREDICTION, CONVERGENCE, AND RESIDUAL ANALYSIS

In this subsection, we examined prediction, converge and residual analysis with the help of

KAF algorithms. Regarding this, we have shown the prediction graphs with the KAPA algo-
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Figure 4.6: Prediction for one stock (TI-

TAN) using KAPA (high+low)/2
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Figure 4.7: Prediction for one stock (TI-

TAN) using KAPA (open+close)/2

Table 4.9: Parameter description of KAF techniques for NSE-50 data set for mid-price.

Parameter KAPA KLMS KMCC KNLMS FBQKLMS LKAPA LMS NORMA PROB-

LMS

QKLMS

(σ) 5.0 7.0 4.0 7.0 5 6 - 3 - 4

(η) 1.5 1.7 1.7 1.7 0.2 0.03 - - - 0.2

(ε) 1E-4 - - 1E-4 0.4 - - 1.5 - 0.5

(β ) - - - - 0.85 - - - - -

(Λ) - - - - - 1E-2 - 1E-2 0.4 -

(σ2n) - - - - - - - - 2 -

(σ2d) - - - - - - - - 3 -

mu0 0.2 - - 2 - - 0.2 - - -

(P) 20 - - - - 20 - - - -

τ - - - - - - - 5000 - -

tco f f - - - - - - - 4 - -

rithm (discussed in Section 4.2.1.4) for one stock (TITAN). Figure 4.6 shows the results for

(high+low)/2, while Figure 4.7 shows the results for (open+close)/2. The predictive curve suits

well against the original curve, as can be seen from the prediction graphs. It’s worth noting

that we’ve only given results for one prediction window (thirty-minutes) with one stock (TI-

TAN). However, we must note out that other stocks in the dataset produced similar result. The

prediction graphs clearly show that the predictions are not exact, although they are close. To

be precise, the numbers for MSE and MAE are presented in Table 4.13 and 4.14. We must

point out here that getting accurate value in financial time series forecasting is tough. The goal

has always been to get close enough values. The result that we achieved, therefore, shows the
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good predictive capability of the work. Figure 4.8 and Figure 4.9 shows the convergence graph

for mid-price for (high+low)/2, (open+close)/2 respectively. We’ve provided the results using

the KAPA algorithm with only one prediction window (thirty minutes) and one stock (TITAN),

similar to the prior scenario. The algorithm converges quickly, as evidenced by the graphs, at

the 1000th data point. We can see in KAF algorithms, capacity to adapt and converge quickly.

One more important point to note from the convergence graphs is that although there is some

fluctuation in the graphs, it is nevertheless acceptable. This is because there will be noise in

the new data and minor changes are inevitable. In addition to the results discussed so far, we

have complemented the analysis by presenting the distribution of error residuals in Figure 4.10

and Figure 4.11. It can be seen from figures that residuals follow a normal distribution. More-

over, the outliers are also less. Furthermore, the residual’s variance is low, demonstrating the

KAF algorithm’s superior prediction capability and potential in predicting the next immediate,

mid-priced occurrence. Directional symmetry is used to determine the continuity of actual and

expected prices in terms of stock movement. It is a measure for determining a model’s ability

to predict a stock’s direction. We examined the ten different algorithms mentioned in Section

3 to better understand the actions of a stock’s movement. The experiment revealed that using

KNLMS, we have a 66% percent chance of accurately predicting the next up or down move-

ment. This is shown in Table 4.14. The best result is obtained at the window of ten-minutes,

and the worst result is obtained at the one-minute window. From the table, it is also visible that

there is a big difference in the number obtained for the one-minute window and that for the rest

of the windows. This is expected as there is a lot of noise in a minute, which indeed affects

prediction. It should be noted here that literature often ignores looking at these different time

windows. Work mostly focuses on predicting daily prices, e.g., (233), (234). We discovered

the perfect balance by playing with various time windows. Furthermore, when trading, it is

recommended to strike a balance between error minimization and directional symmetry.

4.5.3 COMPARATIVE EVALUATION OF KAF ALGORITHMS

Since we have used ten algorithms in our experimentation; therefore, it becomes essential to

compare their performance. In this context, we present the topic in two separate situations.

First, we analyze the results considering mid-price as: (high+low)/2 to find the best algorithm.
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Figure 4.8: Error convergence for one

stock (TITAN) using KAPA (high+low)/2

0 200 400 600 800 1000 1200 1400

Instances

0

0.05

0.1

0.15

0.2

0.25

M
S

E

Figure 4.9: Error convergence for

one stock (TITAN) using KAPA
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Figure 4.10: Error residuals one stock (TI-

TAN) using KAPA (high+low)/2
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Figure 4.11: Error residuals for one stock

(TITAN) using KAPA (open+close)/2

In the next scenario, we tried mid-price using (open+close)/2. Table 4.13 and Table 4.14 show

the outcome of this experiment. In terms of MSE and MAE, the Tables shows that KAPA

outperforms other algorithms. When it came to directional symmetry, we can see that there is

a contradiction. In directional symmetry, we see a conflict. Here, NORMA and KNLMS gives

the best performance.

4.5.4 COMPARISON WITH METHODS OF A SIMILAR KIND

We have also compared the result other existing techniques such as (231), (232), and (21). These

are some of the most recent deep learning (DL) based algorithms for predicting stock prices.

It should be noted here that these methods were trained and tested using 80:20 splits for 25
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Table 4.10: The proposed research is compared to different state-of-the-art stock prediction

approaches.

Methods MSE Execution Time (s)

Gao et al. (231) 0.6831 256.16

Moghar et al. (232) 0.6817 945.09

Nikou et al. (21) 0.6824 1770.40

Proposed method (KAPA ) 0.0091 2.132

epochs. The time it took to train and make a prediction was maintained record of. Specifically,

these methods (231), (232), and (21) were reimplemented based on the architecture details and

hyper-parameters setting found in the respective papers. The Nifty-50 dataset was used to train

all of the methods. To ensure consistency across different methods for experimentation, we use

sixty-minute time periods, for fifty stocks. All of the methods’ results were then compared to

the proposed method.Table 4.10 contains the results. The table’s data clearly demonstrate the

proposed method’s superiority over a number of other ways.

Table 4.11: Effect of different kernel methods on time window of thirty-minutes (stock-TITAN)

using KAPA for (high+low)/2

(High+Low)/2 (Open+Close)/2

Kernel Function MSE MAE DS MSE MAE DS

RBF kernel[gauss] 0.008120 0.29857 0.53421 0.00827 0.26047 0.53188

Anisotropic RBF kernel [gauss-

anis]

0.01919 0.40617 0.51555 0.02535 0.34868 0.57931

Laplace kernel [Laplace] 0.008128 0.29872 0.53343 0.00828 0.26061 0.53110

4.5.5 EFFECT OF DIFFERENT KERNELS

In Table 4.11, we can see the effect of different kernel methods. For this test, we used a thirty-

minute time window (Stock-TITAN) with the algorithm KAPA and analyzed the best perfor-

mance of RBF kernel in terms of MSE that’ why we are chosen RBF kernel (gauss) for each
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algorithm.

4.5.6 EXPERIMENTATION WITH DICTIONARY SIZE

We also conducted experiments with various dictionary sizes. The result for this test is shown

in Table 4.12. For this test, we used a thirty-minute time window with the algorithm KMCC.

It is visible from Table 4.12 that increasing the dictionary size leads to an improvement in the

system’s performance. It should be noted here that when the size is 1000, the performance has

fallen. The reason for this behaviour could be the erratic behaviour of the stock, the presence

of noise, or too much irrelevant data. The exact reason is unknown. However, it’s worth noting

that with a dictionary size of 500, for forecasting a single stock, execution time is 0.82 seconds.

This low number clearly shows the advantage one can achieve in high-frequency trading.

Table 4.12: The Influence of Dictionary Size. KMCC was chosen as the algorithm (30-minutes).

Dictionary Size MSE MAE DS Execution Time (s)

500 0.0148 0.368 0.5458 0.8202

1000 0.0323 0.5302 0.6143 0.8533

5000 0.01137 0.3080 0.6446 1.314

4.5.7 IMPORTANT NOTE: PROFITABILITY AND ERROR MINIMIZA-

TION

We obtain an MSE of 10−4 as the lowest error. We can observe from Tables 4.13 and 4.14 that

KAPA gives best results in terms of MSE and MAE. It’s important to note that in the one-minute

time window, we reached a minimum error value. From the Tables, we can also see that going

down the column (for MSE and MAE only), the results are improving with the one-minute

time window giving the best figures. However, because the time window is one minute, the

volatility is low enough that decreasing error won’t result in too much benefit. Moreover, there

is too much noise while trading at one minute window. To look at it another way, one-minute
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Table 4.13: Result in terms of MSE, MAE and DS for mid price (high+low)/2.

Time Window MSE Best algo-

rithms out

of ten dis-

cussed (Ac-

cording to

MSE)

MAE Best algo-

rithms out

of ten dis-

cussed (Ac-

cording to

MAE)

DS Best algo-

rithms out

of ten dis-

cussed (Ac-

cording to

DS)

1-Day 0.0306 KAPA 1.4129 KAPA 0.5378 NORMA

60 Minutes 0.0091 KAPA 0.5096 KAPA 0.5592 NORMA

30 Minutes 0.0053 KAPA 0.3595 KAPA 0.5558 PROB-

LMS

25 Minutes 0.0047 KAPA 0.3314 KAPA 0.5578 NORMA

20 Minutes 0.0038 KAPA 0.2909 KAPA 0.5550 NORMA

15 Minutes 0.0030 KAPA 0.2534 KAPA 0.5556 NORMA

10 Minutes 0.0021 KAPA 0.2019 KAPA 0.5472 NORMA

5 Minutes 0.0012 KAPA 0.1447 KAPA 0.5342 PROB-

LMS

1 Minute 0.00027 KAPA 0.0590 KAPA 0.5496 NORMA

volatility is lower, resulting in very close predictions. However, in a low-volatility environment,

the chances of taking a position and making a highly profitable trade are also low.
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Table 4.14: Result in terms of MSE, MAE and DS for mid price (open+close)/2.

Time Win-

dow

MSE Best algo-

rithms out

of ten dis-

cussed (Ac-

cording to

MSE)

MAE Best algo-

rithms out

of ten dis-

cussed (Ac-

cording to

MAE)

DS Best algo-

rithms out

of ten dis-

cussed (Ac-

cording to

DS)

1-Day 0.0324 KAPA 1.2989 KAPA 0.5970 NORMA

60 Minutes 0.0090 KAPA 0.4541 KAPA 0.6367 NORMA

30 Minutes 0.0048 KAPA 0.3168 KAPA 0.6547 NORMA

25 Minutes 0.0041 KAPA 0.2903 KAPA 0.6592 NORMA

20 Minutes 0.0033 KAPA 0.2543 KAPA 0.6580 NORMA

15 Minutes 0.0026 KAPA 0.2198 KAPA 0.6652 KNLMS

10 Minutes 0.0017 KAPA 0.1747 KAPA 0.6666 KNLMS

5 Minutes 0.0009 KAPA 0.1224 KAPA 0.6628 KNLMS

1 Minute 0.00025 KAPA 0.0552 KAPA 0.6018 KNLMS

4.6 CONCLUSIONS

This chapter focuses on predicting a stock’s mid-price. Predicting a financial non-stationary

time series is an open fundamental and a non-trivial problem of literature. To address this,

we proposed a framework based on online learning driven KAF algorithms. In the proposed

work, ten different KAF algorithms were evaluated and analyzed on Indian National Stock

Exchange (Nifty-50). In contrast to the existing methods, experiments are performed on nine

different time windows. This was done keeping in mind the applicability of the method in

Intraday and swing trading. Previous studies in literature often underestimated the importance

of intraday time windows, we therefore, tried to bridge this gap through the work presented

here. The experimental results show the superiority and predictive capabilities of the work.

The KAF class of algorithms was also discovered to be not only efficiently work in execution
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time, but also provide best results of error minimization, demonstrating their importance in

high-frequency trading.The goal of the research was to propose a KAF-based method for the

prediction of stock’s close and mid-price. The empirical results on Nifty-50 dataset show that

the proposed method achieved superior performance over existing stock prediction methods.

It’s worth noting that every KAF-based algorithm is hyperparameter-sensitive. As a result, in

the future, we will experiment with various hyper-parameter optimization approaches in order

to enhance the framework’s predictive capabilities.
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CHAPTER 5

STATISTICAL FEATURE EXPANSION

DRIVEN KERNEL ADAPTIVE

FILTERING FOR MID-PRICE

PREDICTION
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5.1 INTRODUCTION

Previous research has shown that feature expansion can help improve the predictive perfor-

mance of stock price prediction methods (235). However, as expected, optimum feature se-

lection is crucial to improving the outcomes. Feature expansion is a technique for identifying

important data characteristics that a model can employ to boost its performance. It is under-

standable that a terrible feature will immediately impact the model, regardless of data or any

underlying architecture. Nevertheless, we anticipate that existing and well-tested prediction

models will benefit by extracting new characteristics from data and merging them with different

domain variables. To that end, we propose using different statistical, frequency, and time-based

features. Instead of analyzing technical indicators, which is the most preferred way of litera-

ture trying to predict stock prices so far (72), (68), we argue that feature extension as well as

fine-tuning the selected features based on the statistical properties of the financial time series

could work well in practise. We look at previous research, identify limitations, and present a

potential architecture via feature expansion. We would also argue that by expanding new char-

acteristics from data and combining them with current domain variables will benefit existing

and well-tested prediction models in the financial domain.

In this chapter, motivated by the predictive capabilities of the online learning methods and

statistical feature expansion, we propose an online KAF-based method for stock price predic-

tion. We use and construct multiple additional features from the stock data to make predictions

more accurate. To our knowledge, this is the first study to look into the suitability of online

KAF algorithms leveraging feature expansion techniques. Even though most studies focuses on

technical analysis to expand feature sets, we take on the issue of analyzing statistical, temporal,

and frequency-based features for online learning. We apply various statistical, frequency, and

time-based features to achieve the objective. To do this, we construct an additional fifty-eight

features. Further, we use ten different online KAF algorithms for eight different time windows.

The time windows are constructed via the quotes gathered for one day down to five minutes. All

the experiments are performed on the main index of NSE: Nifty 50. Precisely, we work with all

the fifty stocks of the index. The results show the superior performance of the proposed method

in actual deployment scenarios. The following points summarize the main contributions of the

chapter:
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1. We present a novel online learning KAF-based approach complemented with feature ex-

pansion for stock price prediction.

2. Rather than focusing on predicting stock prices for a single stock, the study proposes the

usage of ten KAF algorithms that can predict the prices of fifty different stocks simulta-

neously.

3. To the best of our knowledge, this article is the first work on feature expansion and eval-

uating numerous KAF algorithms, as well as offering a detailed analysis of Nifty 50.

4. This study’s main goal is to forecast stocks’ mid-price. The empirical results indicate the

superiority of the work presented.

The rest of the chapter has been structured in various sections. Section 5.2 elucidate

the details of the proposed KAF-based stock prediction approach and Section 5.2.3 details the

problem statement. The experiments performed with various KAF algorithms, their results,

and their comparison with other stock price prediction methods are summarized in Section 5.3.

Finally, conclusion is discussed Section in 5.4.

5.2 METHODOLOGY

This section describe the details of the proposed approach. The entire approach for stock price

prediction has been divided into three subsections. The first section describes the online KAF-

based approach. The second subsection discusses the feature selection procedure and its advan-

tages. Finally, a discussion on the problem statement is given in the next subsection.

5.2.1 KERNEL ADAPTIVE FILTERING TECHNIQUES AND THEIR

METHODS

In this article, the objective is to learn the input and output mapping f : S→ R, based on a

well known sequence ((s1, t1), (s2, t2), ... , (si, ti)), where S ⊆ RL is the input space si, where

i = 1, ...,n is the system input at sample time and ti is the desired response. The input data
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can be converted into a high-dimensional feature space F to make non linear predictions. The

famous "kernel trick" eliminates the need for costly computations in high-dimensional space.

In addition to this, KAF has several advantages. They are as follows:

1. KAF follows the approach of universal approximators.

2. KAF also uses gradient descent learning. Therefore, it does not suffer from local minima

and it can deal with challenges like computing and memory complexity.

3. KAFs follow the idea of online learning, here, it can handle a non-stationary environment

more effectively.

KAF-based computations generally involve the use of a Kernel. One such kernel is given in

equation 5.1:

κ < s,s′ >= exp
(||s− s′||2)

σ2 (5.1)

Before proceeding further, we must point out that the work presented in this article builds

upon our previous work presented in (236). In this article, we have used the methods discussed

in our previous work and have tried to augment the financial time series with additional statisti-

cal features. The list of algorithms used in the article are described in Table 5.1. For reasons of

brevity, we do not expand upon each and every algorithm in this article. The interested reader

is referred to (236).

5.2.2 FEATURE ENGINEERING

Feature engineering have been used in different fields such as neurocomputing and time-series.

Our major objective is to estimate the mid-price using feature expansion and apply online KAF

algorithms for prediction. To that end, we calculate a vast number of statistical, temporal, and

frequency-based features that have all been applied to the eight different time windows. In

feature engineering, we examined many aspects of the best possible approach for predicting
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Table 5.1: KAF algorithms.

Algorithm Description

KRLS Kernel Recursive Least Mean Square

LMS Least Mean Square

LKAPA Leaky Kernel Affine Projection

KLMS Kernel Least Mean Square

NORMA Normalized Online Regularized Risk Minimization

KMCC Kernel Adaptive Filtering with Maximum Cross-entropy

Criterion

PROB-LMS Probabilistic Least-Mean Square Filter

KNLMS Kernel Normalized Least Mean Square

QKLMS Quantized Kernel Least Mean Square

FBQKLMS Fixed Budget Quantized Kernel Least Mean Square Algo-

rithm

short-term prices: feature engineering, financial domain knowledge, and the prediction algo-

rithm. Then, for each aspect, we try to address two important questions:

1. What are the advantages of feature engineering to improve model prediction?

2. What impact do financial domain results have on building prediction models?

Solutions

1. The first question concerns feature engineering. We want to learn how the feature se-

lection strategy improve model prediction performance. From the large body of prior

research, it can be inferred that stock price data contains a high amount of noise and

typical correlations, making price prediction challenging. That is also why most earlier

studies treated feature engineering as an optimization module. In our case, we used the

concept with the help of novel online KAF class algorithms to improve the performance.

2. The second study topic is the effectiveness of the findings. We expand features from the

statistical, frequency, and temporal domains. Unlike past studies, our evaluation focuses
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Table 5.2: If we choose Embedding Dimension M=10, then Input=[{Input Feature 1, ..........

,Input Feature 58}]. Output=[{Output}]

Instance num-

ber

actual price Instance num-

ber

actual price

Input Feature 1 Actual price Input Feature 30 Longest strike below mean

Input Feature 2 Actual price Input Feature 31 Longest strike above mean

Input Feature 3 Actual price Input Feature 32 Count above mean

Input Feature 4 Actual price Input Feature 33 Count below mean

Input Feature 5 Actual price Input Feature 34 Last location of maximum

Input Feature 6 Actual price Input Feature 35 First location of maximum

Input Feature 7 Actual price Input Feature 36 Number cwt peaks

Input Feature 8 Actual price Input Feature 37 Time reversal asymmetry

statistic

Input Feature 9 Actual price Input Feature 38 C3 statistics to measure non

linearity

Input Feature 10 Actual price Input Feature 39 Binned entropy

Input Feature 11 Petrosian Fractal Dimen-

sion(PFD)

Input Feature 40 Approximate entropy

Input Feature 12 Higuchi Fractal Dimen-

sion(HFD)

Input Feature 41 Fourier entropy

Input Feature 13 Katz Fractal Dimension Input Feature 42 Lempel ziv complexity

Input Feature 14 Fisher Information Input Feature 43 Quantile

Input Feature 15 Singular Value Decomposi-

tion Entropy (SVD)

Input Feature 44 Autocorrelation

on the effectiveness of newly added characteristics retrieved from a different realm rather

than the standard evaluation of data models, such as training costs and scores. While we

only received a few particular conclusions from earlier studies, the raw data associated

with them must be transformed into usable features. We combine the features with a fixed

embedding dimension after expanding related features from the different domains to vote

out the features with the highest impact. The list of features used in the article is shown

in Table 5.2 and Table 5.3.
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Table 5.3: If we choose Embedding Dimension M=10, then Input=[{Input Feature 1, ..........

,Input Feature 58}]. Output=[{Output}]

Instance num-

ber

actual price Instance num-

ber

actual price

Input Feature 16 Mean Input Feature 45 Calc centroid

Input Feature 17 Mean change Input Feature 46 Mean absolute diff

Input Feature 18 Ratio beyond r sigma Input Feature 47 Mean diff

Input Feature 19 Sum values Input Feature 48 Median absolute diff

Input Feature 20 Cid ce Input Feature 49 Median diff

Input Feature 21 Mean absolute change Input Feature 50 Signal, distance

Input Feature 22 Mean second derivative cen-

tral

Input Feature 51 Sum absolute diff

Input Feature 23 Median Input Feature 52 Total energy

Input Feature 24 Standard deviation Input Feature 53 Slope

Input Feature 25 Variance Input Feature 54 Area under the curve

Input Feature 26 Skewness Input Feature 55 Peak to peak distance

Input Feature 27 Kurtosis Input Feature 56 interquartile range

Input Feature 28 Root mean square Input Feature 57 spectral distance

Input Feature 29 Absolute sum of changes Input Feature 58 App entropy

5.2.3 REGRESSION PROBLEM FORMULATION

As mentioned in Section 5.1, the primary goal of this research is to forecast the stock’s mid-

price. The aim of stock price prediction is to determine future stock prices based on previous

values. Therefore, in this research, the stock price prediction is formulated as regression prob-

lem and we employ the notion of auto-regression of the order m to predict future stock price.

In addition to this, we try to predict the percentage change in the mid-price. Using historical

data, an autoregressive (AR) model can effectively predict future behaviour. When there is a

relationship between a time series’ values and the values that precede or succeed them, AR

models have demonstrated enormous potential in those circumstances. Hence, we have chosen

this type of modeling in our work. The problem of stock price prediction is formulated as:
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Figure 5.1: Architecture of the proposed work.

(Si) =
m

∑
i=1

ω(i−1)(Si) (5.2)

In equation (2), Si represents the change in mid-price, and ω represents the weight vector.

Further, the proposed methodology includes feature expansion. To that end, we developed

several features, tested them, and collected the best fifty-eight. Lastly, we also experimented

with a fixed embedding dimension. Finally, for experimentation, we used algorithms from the

KAF family. It is worth mentioning that the method outlined above here was followed for every

stock. Further, we use the similar concept given in Equation 5.2 and reformulate with feature

expansion as shown in Equation 5.3.

(Si+1) = f̂ (S(1........n− τ)⊕ψ(1 : 58)) (5.3)

For input, we utilize the Equation 5.3 and concatenate (⊕) fifty-eight additional features.

They are based on the statistical, temporal, and frequency-based for different time windows.

Table 2 and 3 shows the list of features selected in our work. In the above equation, τ represents

the embedding dimension. For experimentation, in our case, we selected τ = 50. Fig. 5.1
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show the overall framework of the proposed methodology. As shown in Fig. 5.1, the analysis

was carried out using the Nifty-50 dataset. We have utilized two scenarios: (High+Low)/2 and

(Open+Close)/2 to calculate the mid-price. Moreover, the proposed feature-based approach

presented here differs significantly from those previously proposed in the literature. We tested

the performance of the KAF family of algorithms by calculating a large variety of statistical,

temporal, and frequency-based characteristics that were all applied to the eight-time windows.

5.3 RESULTS

5.3.1 DATASET COLLECTION

This section describes the detail of the dataset used to evaluate the proposed method. The data

of stock was taken from the the National Stock Exchange of India. We collected data from

January 01, 2021 to December 31, 2021, where we dealt with the official trading hours of all

stocks from 9:15 a.m. to 3:30 p.m. In addition, we applied the concept of feature engineering

for each stock. As discussed in the previous section, ten KAF algorithms were utilized to

compare performance. For experimentation we are using NSE-50 dataset 1. The dataset is

available for one minute in the granular form. The data that we considered for our research

includes open, high, low, and close (OHLC) prices and represent open values on the day, the

highest value on the day, the lowest value on the day, and the closing value on the day. The

dataset was constructed and preprocessed according to eight prediction windows: one day, sixty

minutes, thirty minutes, twenty-five minutes, twenty-minutes, fifteen minutes, ten minutes, and

five minutes. It should be noted here that in this research we are attempting to estimate the

mid-price using two distinct scenarios: (high + low)/2 and (open + close)/2. Furthermore, we

try to predict the next percentage change in the mid price. It should be noted here that all the

values in the feature set were normalized between 0 and 1.

1https://shorturl.at/lnvF2
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5.3.2 EVALUATION MERTICS

To validate the effectiveness and efficacy of the proposed method, standard evaluation metrics

are used. The different evaluation metrics used are: mean squared error (MSE) and directional

symmetry (DS). They are presented in Table 5.4. In Table 5.4 Di represents the following cases:-

Di =

1 (ai−ai−1)(pi− pi−1)≥ 0

0 otherwise

Where, n is the time-step, ai represents the actual values, and pi represents the predicted output.

Table 5.4: Define the evaluation criterion

Criteria Formulation

MSE
n

∑
i=1

(
yi−di

)2

DS 1
n∑

n
i=1Di

Overall Strategy Followed

1. As mentioned in Section 5.1, we work with NSE-50 companies and used 2021 datasets

(from January 01, 2021 to December 31, 2021). Further, the hyperparameter values for

each of the ten algorithms is given in Table 5.5. The ideal values for these hyperparame-

ters were determined through multiple rounds of experimentation.

2. We analyze the performance of mid-price prediction with average share prices and apply

different feature expansion methods. We set up the problem as an autoregressive problem

(see Section 5.2.3) and calculated the error values for each of the 50 stocks. One for

MSE and one for DS. Hence, we obtain 50×2 error estimates. Please note that there are

eight distinct prediction windows. Consequently, for all stocks and for all windows, ten

algorithms were subjected to price estimation tests.

3. We obtained the final value by averaging all fifty-error measures for a single time window
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and a single stock. The obtained values show the model’s predictive capacity for all 50

stocks.

Table 5.5: Parameter description of KAF techniques for NSE-50 data set for mid-price.

Algorithms σ σ2n σ2d η ε Λ tco f f τ mu0 P nu

LMS - - - - - - - - 0.04 - -

KRLS 7.0 - - - - - - - - 1E-

5

KLMS 7.0 - - 1.7 - - - - - -

LKAPA 6.0 - - 0.05 - 1E-

2

- - - 20 -

NORMA 7.0 - - - 1.5 1E-

2

0.9 5000 - - -

FBQKLMS 2.0 - - 0.9 0.2 - - - 0.95 20 -

QKLMS 4.0 - - 1.7 1.3 - - - - - -

KMCC 7.0 - - 1.4 - - - - - - -

KNLMS 2.0 - - 1.9 1E-

4

- - - 2 - -

PROB-LMS - 2 3 - - 0.9 - - - - -

5.3.3 PREDICTION AND CONVERGENCE ANALYSIS

In this subsection, we investigate the performance of several KAF techniques for mid-price

prediction. In this regard, we present the prediction graphs for one stock (CIPLA) using the

FBQKLMS algorithm. Fig. 5.2 and Fig. 5.3 demonstrate the outcomes for (high + low)/2 and

(open + close)/2, respectively. It can be seen from the prediction graphs that the predictive curve

fits the original curve well. Further, it is important to note that we have only provided results

for one forecast window (one day) with one stock (CIPLA). Other stocks in the dataset had

similar results. We cannot say that they are 100 percent correct, but they are close. In addition

to the prediction graphs, the numbers for MSE are summarized in Table 5.9 and Table 5.10. We

must emphasize how difficult it is to accurately estimate financial time series values. Therefore,
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Figure 5.2: Prediction Graphs of 2021

dataset with (High+Low)/2.
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Figure 5.3: Prediction Graphs of 2021

dataset with (Open+Close)/2.

obtaining values that are close enough has always been the objective. Thus, the outcome that

we were able to accomplish demonstrates the work’s strong capability to forecast.
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Figure 5.4: Convergence Graphs of 2021

dataset with (High+Low)/2.

0 50 100 150 200

Instances

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

M
S

E

Figure 5.5: Convergence Graphs of 2021

dataset with (Open+Close)/2.

Fig. 5.4 and Fig. 5.5 illustrate the convergence results for (High+Low)/2 and (Open+Close)/2

respectively. Similar to the earlier scenario, we have shown the results utilizing the FBQKLMS

algorithm with just one forecast window (one day) and one stock (CIPLA)). As visible, the

method quickly converges around the 100th data point. KAF algorithms demonstrate the ability

to adapt and converge fast. There is one more significant finding from the convergence graphs:

while there is some variation in the graphs, it is still acceptable. This is due to the fact that there

will be noise in the new data and that small changes are inevitable.

Regarding stock movement, the correlation of actual and desired prices is assessed using

directional symmetry. It is a metric for assessing a model’s capacity to forecast the movement

of a stock. To comprehend how a stock moves, we looked at ten different methods. According
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to the experiment, we have a 57% chance of correctly forecasting the next upward or downward

movement when employing KLMS, as shown in Table 5.9. The five-minute time window yields

the highest results. It is also clear from the table that there is a significant difference between

the results obtained for the one-day window and those for the other windows.

5.3.4 COMPREHENSIVE EVALUATION OF ALGORITHMS

Unlike batch learning methods that are aimed at generating the best predictor through learning

the entire training set at once. In our proposed approach, we used an online learning strategy

in which data becomes available in sequential order (sample by sample training) and is used

to update the best predictor for future data at each step. As stated earlier, there are ten differ-

ent types of online KAF algorithms. We compare the performance of all algorithms for each

particular stock. We presented the results in two ways: (High+Low)/2 and (Open+Close)/2,

and expand the features based on the statistical domain. We attempted to experiment with the

NSE-50, 2021 dataset to demonstrate the work’s efficacy. The results are shown in Table 5.9

and Table 5.10 using this configuration. It is evident from the tables that LKAPA outperformed

the competitiveness in error minimization once again. The figure and the algorithm for DS, on

the other hand, is different. It is KLMS and KRLS that performs best for DS. Indeed, there is

a divergence. Nevertheless, KLMS, KRLS, NORMA, and KMCC were found to be superior in

the experiment.

Table 5.6: Comparison of the proposed approach with other methods for one-day time window

(High+Low)/2.

Method MSE

Agrawal et al. (237) 0.4957

Henrique et al. (238) 0.0561

Kamble et al. (239) 0.0365

Khaidem et al. (109) 0.02425

Proposed method (FBQKLMS) 0.01991
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5.3.5 COMPARISON WITH DIFFERENT STATE-OF-THE-ART METH-

ODS

We compared the results of the proposed method with other stock prediction methods i.e. (237),

(238), (239), and (109). The NSE-50 dataset was used to train all of the approaches. We picked

fifty stocks for one-day intervals to preserve uniformity across multiple testing procedures.

An 80:20 split was used to train the machine learning algorithms. Subsequently, the result of

prediction was compared to the best KAF method. To perform all the experiments, we set an

embedding dimension (τ)=50. Table 5.6 and Table 5.7 summarises the empirical results of

(High+Low)/2 and (Open+Close)/2. It can be seen from the table that the proposed method

outperforms existing stock prediction algorithms in the literature. This validates the superiority

of KAF and feature extension based stock price prediction.

Table 5.7: Comparison of the proposed approach with other methods for one-day time window

(Open+Close)/2.

Method MSE

Agrawal et al. (237) 0.3925

Henrique et al. (238) 0.0419

Kamble et al. (239) 0.0348

Khaidem et al. (109) 0.02221

Proposed method (FBQKLMS) 0.01862

5.3.6 EFFECT OF DIMENSIONALITY REDUCTION METHODS

Optimization techniques like principal component analysis (PCA) were also used to anticipate

short-term stock prices. To minimize the number of dimensions, PCA and Kernel PCA (KPCA)

was used. In the proposed method, we selected the most commonly used statistical character-

istics and utilize the feature extension approach to expand the feature set. From the extended

feature set, we have selected the i features that are the most effective. The data with i selected
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features is then fed into the system, which reduces the dimension to j features. Finally, we trans-

formed the data into a new feature set ( j). This reduced feature set was then used for prediction.

Table 5.8 shows the figures for a one-day time window. The numbers compare the effects of

PCA and KPACA to the original time windows. As visible from the table, dimensionality re-

duction techniques had no effect on the results. The reason why we witness such a behavior,

however, is unknown. We expected either PCA or KPCA to improve upon the performance, but

the experiment reveal something different.

Table 5.8: Effect of dimensionality reduction using LKAPA for (Open+Close)/2 and

(High+Low)/2.

(High+Low)/2 (Open+Close)/2

Method MSE DS MSE DS

PCA 0.01935 0.4294 0.01935 0.429431

KPCA 0.02220 0.39587 0.02012 0.43634

Proposed [1-Day] 0.01991 0.4857 0.01862 0.5193

Table 5.9: Evaluation results in terms of evaluation criterion for mid price (High+Low)/2.

Time Window MSE Best algorithms

(According to

MSE)

DS Best algorithms

(According to

DS)

Five-Minutes 0.00083 LKAPA 0.5731 KLMS

Ten-Minutes 0.0013 LKAPA 0.5216 KLMS

Fifteen-Minutes 0.0019 LKAPA 0.4787 KRLS

Twenty-Minutes 0.0022 LKAPA 0.4814 KRLS

Twenty-five-Minutes 0.0027 LKAPA 0.4837 KRLS

Thirty-Minutes 0.00317 LKAPA 0.4861 KRLS

Sixty-Minutes 0.00549 LKAPA 0.4902 KRLS

One-Day 0.01991 FBQKLMS 0.4857 KRLS
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Table 5.10: Evaluation results in terms of evaluation criterion for mid price (Open+Close)/2.

Time Window MSE Best algorithms

(According to

MSE)

DS Best algorithms

(According to

DS)

Five-Minutes 0.00070 LKAPA 0.5555 KMCC

Ten-Minutes 0.001110 LKAPA 0.5401 KLMS

Fifteen-Minutes 0.00167 LKAPA 0.5367 NORMA

Twenty-Minutes 0.00197 LKAPA 0.5302 NORMA

Twenty-five-Minutes 0.00239 LKAPA 0.5304 NORMA

Thirty-Minutes 0.00289 LKAPA 0.5261 NORMA

Sixty-Minutes 0.00516 LKAPA 0.5152 KNLMS

One-Day 0.01862 FBQKLMS 0.51939 KNLMS

5.3.7 IMPORTANT NOTE: ERROR MINIMIZATION AND PROFITABIL-

ITY

Minimization of error explains the concept that predicted data is close to the actual data. From

Table 5.9 and Table 5.10 we can see LKAPA gives best performance in terms of error minimiza-

tion. Furthermore, we obtain the lowest error (MSE) on the order of 10−4. However, there is a

concern with the five-minute time window. The price variation is low over this time period. As

a result, sometimes minimizing error will not yield a large profit. To put it in another way, the

volatility in five minutes is less. As a result, forecasts are extremely close. In a low-volatility

environment, however, the chances of initiating a position and profiting are likewise low. As a

result, a balance must be achieved between error minimization and profitability.
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5.4 CONCLUSIONS

Stock price prediction is a difficult task owing to its nonlinear, complex, and volatile nature. Yet,

it is one of the essential problems of literature. Successful prediction provides several intriguing

advantages that could influence a trader’s decision to buy or sell a financial asset. The Stock

Exchange’s index is one of the most important factors that investors evaluate while making an

investment. Therefore, the objective of this study was to predict the mid-price of the main index

of NSE. For this purpose, we proposed a feature expansion method complemented via the online

KAF class of algorithms. First, we constructed several features and finalized the best fifty-eight

statistical, temporal, and frequency-based features. We then used ten different KAF classes

of algorithms for eight-time windows and analyzed the performance of each stock. Finally, we

compared existing methods with our proposed online KAF approach. After extensive numerical

simulations, combining the feature expansion approach with online KAF prediction algorithms

provided the best predictive performance. Lastly, feature reduction techniques were tried but

had no effect on the performance of the method. To the best of our knowledge, this paper is

the first wherein numerous KAF algorithms with feature augmentation have been applied to

the stock window at such a granular level. Furthermore, the proposed method outperformed

previous methods in terms of error minimization and execution time, indicating its utility in

actual deployment.
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CHAPTER 6

CONCLUSIONS AND FUTURE

RESEARCH
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6.1 CONCLUSIONS

Stock price prediction is a challenging and tedious task. Although various methods have been

developed, an investigation of accurate and low latency methods is not given much attention.

Among the available popular techniques, machine learning methods are researched most due to

their capabilities for recognizing complex patterns in the financial time series. In our research,

two problems were addressed: trend analysis and stock price prediction. First, we propose a 3D

CNN and 3D ensemble methods for trend analysis. This was done to analyze the directional

trends in a stock’s movement. Furthermore, and in contrast to existing literature, e.g., (172),

(181), (214), we do not focus on predicting the trend in a single company, the goal is to propose

a framework that could predict the trend while analyzing a sector as a whole. To that end,

multiple technical indicators were computed. Out of which, the best indicators (or features) are

selected via Hierarchical Clustering. Subsequently, data of five similar companies are grouped

together, and the entire compendium was put into a 15× 15× 5 image. Classification of a

stock’s trend happened on this 3D image. For the purpose of classification, we experimented

with 3D CNN and ensembled CNN. Particularly, the work shows good performance in terms

of accuracy and annual returns. The model achieved up to 35% returns in some cases, with the

average being 9.19%.

Second, we propose an online learning-based kernel adaptive filtering approach for stock

price prediction. In other words, price prediction is the subsequent problem addressed in this

thesis. We worked with ten different algorithms and proposed a method to predict the next close

and the mid-price. The idea was tested on fifty stocks of the NSE index with nine different time

windows such as one-minute, five-minutes,ten-minutes, fifteen-minutes, twenty-minutes, thirty-

minutes, one hour, and one day. It should be noted here that this work is the first wherein stock

is analyzed by looking at nine different time windows. In addition to this, we augment financial

time by computing several additional statistical features to improve predictive performance.

The empirical results suggest that kernel adaptive filtering could be an efficient tool for high-

frequency trading as well. The work presented here demonstrates the superiority of the kernel

adaptive filtering family of algorithms over traditional classification and regression methods in

terms of their predictive power.
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The following text highlights the summary of the research in short:

• We focus on trend analysis and propose 3D CNN and 3D ensembled CNN to predict the

long-term movement in stocks. We experiment with the notion of section aware stock

trend prediction. In this work, we do not focus on predicting the trend in a single com-

pany, rather, the purpose of the work is to present a framework for predicting the trend

while examining a sector as a whole. To the best of our knowledge, this work is the first

wherein we apply the paradigm of 3D CNN and ensembled CNN to examine the effect

of sector aware trend classification. The results we got also show promise and can lay the

groundwork for future work in stock trend prediction.

• In addition to trend prediction, we also focus on the stock price prediction. To solve the

problem of price prediction, we use online KAF methods. To the best of our knowledge,

we are the first to comprehensively test the predictive performance of the KAF class of

algorithms in stocks on multiple time-windows. The proposed method has very little

execution time, thereby allowing traders to quickly sell and buy stocks with a high prob-

ability of profits. In the same problem, we also explored the idea of feature engineering

with KAF. We complemented the basic financial time with additional statistical features

to make the prediction more accurate. To validate the effectiveness and feasibility of the

proposed work, the empirical evaluation was performed on the stock consisting of the

main index of NSE: Nifty 50.

6.2 FUTURE RESEARCH

The potential future research will be aimed at the following:

• To improve the performance of base 3D CNN, transfer learning can play an important

role. In this context, future work will be directed at exploring the feasibility of transfer

learning to further enhance the model performance. Furthermore, by incorporating the

most modern sentiment analysis methods with feature engineering, a more comprehensive

prediction system that is trained on a number of data sources, including news, tweets, and

other text-based data, is possible.
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• Finding the appropriate value of the hyperparameters has a significant impact on the per-

formance of the prediction model. In our work, we found the best parameters via brute

force. However, better optimization techniques such as Bayesian optimization, reinforce-

ment learning, and other population-based techniques can reduce the efforts to find the

best value of the parameters.

• Another important research direction could be extending the features by using alternate

data sources such as Wikipedia trends and Google analytics. This could be useful via

utilizing Google’s real-time search terms. By examining the most relevant trend, interest

over time, and trending searches, traders can gather information into other people’s search

interests and learn more about their interests. This is the subsequent objective of our

future work.
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